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ABsTRACT. We prove a conjecture of Bhatt—Hansen that derived pushforwards along proper morphisms of
rigid-analytic spaces commute with Verdier duality on Zariski-constructible complexes. In particular, this
yields duality statements for the intersection cohomology of proper rigid-analytic spaces. In our argument,
we construct cycle classes in analytic geometry as well as trace maps for morphisms that are either smooth
or proper or finite flat, with appropriate coefficients. As an application of our methods, we obtain new,
significantly simplified proofs of p-adic Poincaré duality and the preservation of Fjp-local systems under
smooth proper higher direct images.
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1. INTRODUCTION

1.1. Main results. Let K be a nonarchimedean field of characteristic 0 and residue characteristic p > 0. Set
A = Z/nZ for some integer n > 0. When n is coprime to p, Berkovich and Huber independently developed
in [Ber93] and [Hub96] (see also [dJvdP96]) a robust theory of étale cohomology of rigid-analytic spaces
over K which shares most of the nice properties of the algebraic theory of étale cohomology developed in
[SGA4, SGA4%, SGA5].

However, things become significantly more complicated when n = p. Many of the most basic properties
fail: for example, finiteness of (compactly) supported cohomology (see Lemma 5.5.21 and Remark 5.1.14),
proper base change, etc. On the other hand, Scholze recently proved in his seminal paper [Sch13a] that the
F,-cohomology groups of smooth proper rigid-analytic spaces are finite dimensional.” This led to a significant
interest in studying p-adic étale cohomology groups in p-adic analytic geometry. For instance, [Zav24b] and
[Man22] showed that smooth and proper rigid-analytic spaces satisfy Poincaré duality for F,-local systems
(see also [LLZ23] and [CGN23| for rational variants of duality), while [BH22] developed a robust theory of
Zariski-constructible sheaves, dualizing complexes, Verdier duality, and perverse t-structures.

Despite all these advances, one question that has remained open is whether there is a relative version
of Poincaré duality with coefficients (more general than local systems). In [BH22|, Bhatt and Hansen put
forward a conjecture that relates the behavior of derived proper pushforward and dualizing complexes (in the
sense of [BH22, Th. 3.21]). Our main result is the proof of this conjecture:

Theorem 1.1.1 (Bhatt-Hansen’s conjecture, Theorem 7.5.18). Let f: X — Y be a proper morphism of
rigid-analytic spaces over K, and let wx and wy be the dualizing compleres on X and Y respectively. Then
there is a canonical trace morphism Try: Rf.wx — wy such that the induced duality morphism

PD;: Rf,RAom(F,wx) —Ls RAom(Rf,.F,Rfwwx) 12" Rotom(Rf,F,wy)

is an equivalence for any F € D,o(Xet; A). In other words, derived pushforward along a proper morphism
commutes with Verdier duality on Zariski-constructible complexes.

First, we want to note that, if n is coprime to p, then Theorem 1.1.1 follows from [BH22, Th. 3.21].
In fact, loc. cit. implies that Theorem 1.1.1 admits a compactly supported version for an arbitrary taut
separated f and arbitrary coefficients. However, a version of Theorem 1.1.1 for non-proper f (or proper f
and non-Zariski-constructible F) fails miserably when n = p; see Remark 6.4.11. This lack of a local version
makes the proof of Theorem 1.1.1 quite difficult for two (somewhat related) reasons: one cannot run standard
arguments to reduce to the case of a relative affine (or projective) line and, more importantly, the definition of
the dualizing complex wx is local on X, so it is not well-adapted for proving global results like Theorem 1.1.1.
For these reasons, our approach to Theorem 1.1.1 is completely different from [BH22, Th. 3.21] and from
the classical approach in algebraic geometry. Moreover, it works uniformly for all n, divisible by p or not. It
seems likely that for n = p, the 6-functor formalism and Poincaré duality statement developed in [Man22] can
also be applied toward a different proof of Theorem 1.1.1; see Remark 7.5.19.

IThe smoothness assumption was later removed in [Sch13b, Th. 3.17].
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Another issue we want to point out is that, in order to formulate Theorem 1.1.1 precisely, one first needs
to construct a trace morphism. In fact, constructing a trace map satisfying some sufficiently nice properties
is one of the key steps in the proof of Theorem 1.1.1. To do this, we first develop a robust theory of trace
morphisms for smooth (but not necessarily proper) morphisms and revisit Poincaré duality for smooth proper
morphisms by giving a new easy, uniform in n, and essentially diagrammatic proof.

Before we discuss these results in more detail in the next subsection, we want to mention several immediate
corollaries of Theorem 1.1.1 which look more similar to the classical Poincaré duality results. First, we note
that Theorem 1.1.1 implies a version of Poincaré duality for some class of smooth non-proper rigid-analytic
spaces:

Corollary 1.1.2 (Corollary 7.5.27). Let X be a proper rigid-analytic space over K and X C X be a smooth
Zariski-open rigid-analytic subspace of equidimension d. Let L be a local system of finite free A-modules on
Xet and let LY be its A-linear dual. Set C == K. Then the groups H.(X¢,L) and H* " (X¢,LY) are finite
and there is a Galois-equivariant isomorphism

H!(Xc,L)Y ~ H* (X, LY)(d)
which is functorial in L.

As a second application of Theorem 1.1.1, we prove another conjecture of Bhatt and Hansen predicting
duality of intersection cohomology on proper rigid-analytic spaces (see [BH22, Paragraph after Th. 4.13]). In
fact, we show a slightly stronger statement:

Corollary 1.1.3 (EhattfHansen’s conjecture, Theorem 7.5.23). Let X be a proper rigid-analytic space over
K and U C X C X be two rigid-analytic subspaces which are both Zariski-open in X. Assume that U is
smooth of equidimension d. Let L be a local system of finite free A-modules on Uy, and let LY be its A-linear

dual. Set C =K. Then the groups TH (X, L) and ITH *(X¢,LY) are finite and there is a Galois-equivariant
isomorphism

IH!(Xc, L)Y ~TH " (Xc,LY)(d)
which is functorial in L.

1.2. Trace and duality for smooth maps. In this subsection, we discuss our main duality results for
smooth morphisms. Unlike in the previous subsection, the results of this subsection hold for arbitrary locally
noetherian” analytic adic spaces. For this subsection, we fix an integer n > 0 and put A = Z/nZ.

We start by discussing the construction of trace maps for separated taut smooth morphisms.®

Theorem 1.2.1 (Theorem 6.1.1, Proposition 6.2.4, Corollary 6.2.7, Lemma 6.2.8). There is a unique way to
assign to any separated taut smooth of equidimension d morphism f: X — 'Y of locally noetherian analytic
adic spaces with n € Oy a trace map try: Rfilx(d)[2d] — Ay in D(Yey; A) such that:

(1) tr is compatible with compositions;

(2) tr is compatible with pullbacks;

(3) if f is étale, then try is given by the counit

RfAiAy >~ Rf!f*AX — Ay

of the adjunction between R fi and f*; and
4) If f is the analytification of the structure morphism Pt — Spec C for some complete, algebraically
c
closed nonarchimedean field C, then try is the analytification of the algebraic trace.

Furthermore, these trace maps satisfy the following compatibilities:

2We have to impose the locally noetherian assumption only because [Hub96] works out general theories of smooth morphisms
and étale cohomology of analytic adic spaces under the locally noetherian assumption. We never use this noetherianness
assumption in any serious way.

3We also impose the taut separated assumption on f simply because the R fi-functor has been defined only for such morphisms
in [Hub96]. Theorem 1.2.1 can be formally extended to all smooth morphism of equidimension d once one works out a robust
theory of Rfy for a general morphism f of finite type (see [Zav24d, Th. 9.4] for the case when n € (O}t)x)
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(1) whenever A is a strongly noetherian Tate affinoid algebra and f is the analytification of a finite
type separated smooth of equidimension d morphism of locally finite type A-schemes, our try is the
analytification of the algebraic trace map;

(2) whenever K is a nonarchimedean field and f: X — Y is a partially proper smooth morphism of
equidimension d between rigid-analytic spaces, our try coincides with the Berkovich trace ty from
[Ber93, Th. 7.2.1] (see also [Zav24b, Th. 5.3.3] for the translation into the language of adic spaces);

(3) try is compatible with the trace of Lan—Liu-Zhu from [LLZ23, Th. 1.3] whenever the latter is defined.

When n is invertible in (9;5, the trace map was previously constructed by Huber in [Hub96, Th. 7.3.4].
When n is only invertible in Oy and f: X — Y is a partially proper smooth morphism of rigid-analytic
spaces over a non-archimedean field K, the trace map f was constructed by Berkovich in [Ber93, Th. 7.2.1].
Our construction of the trace map is independent of either of these constructions® and, as we explain after
Remark 1.2.2, it crucially uses the techniques of universal compactifications and the existence of higher rank
points, both of which are only available in Huber’s formalism of adic spaces.

Remark 1.2.2. Our main motivation for developing a general theory of smooth trace maps comes from the
needs of our proof of Theorem 1.1.1. Indeed, to prove Theorem 1.1.1, we need to construct proper trace maps
with coefficients in dualizing complexes, for which the full strength of Theorem 1.2.1 is used. Namely, even
though we define trace maps with coefficients in dualizing complexes only for proper maps, it is indispensable
for the construction to have smooth trace available for non-partially proper morphisms. We elaborate on this
more in Section 1.3.

We now explain the main i deas behind the construction of try in Theorem 1.2.1. A dévissage similar
to the one in algebraic geometry [SGA4, Exp. XVII| allows us to reduce the construction of smooth trace
maps in general to the situation when f: X — Y = Spa(C,O¢) is a smooth connected affinoid curve
over an algebraically closed nonarchimedean field C'. In this case, we crucially use the geometry of adic
spaces: The complement of X inside its universal compactification X°¢ is a pseudo-adic space that consists
of finitely many points corresponding to valuations of rank 2. The second components of these valuations
give rise to a map Hl(XC N X, pn) = Z/n. We then show that this map descends to an analytic trace map
trx: H2(X, pun) — Z/n via the exact excision sequence

HY(X, pn) — HYXC N X, 1) — H2(X, i) — 0

and that the thus constructed analytic trace maps are compatible with étale morphisms and (algebraic) trace
maps for algebraic curves. The verification of these claims is extremely subtle and occupies most of Section 5.

We note that it is somewhat surprising that the trace map exists when n is not invertible in (’)§ due
to the observation that, for a smooth connected affinoid rigid-analytic curve over an algebraically closed
nonarchimedean field C, the top degree compactly supported cohomology group HE (X, ptp) behaves pretty
wildly. In fact, the group HE (ch, p) is already quite pathological due to the following observations:

Remark 1.2.3. Even though the truncated smooth trace trp: : H? (D&, pp) — F is still an epimorphism
(see Lemma 6.2.3), it is certainly not an isomorphism in contrast to the situation in algebraic geometry (or
when n € (0y7)*). Furthermore, the trace map does not induce any kind of “weak” Poincaré duality in general
(see Remark 6.4.11), the group H2(Dg, y,) is infinite (see Lemma 5.5.21), and depends on the choice of the
algebraically closed ground field C' (see Example 6.3.3). Moreover, different points x,y € D} might have
different cycle classes in H2(D}, p,) (see Lemma 5.5.21) and H2(D}, ) is not generated by cycle classes
of points (see Lemma 5.5.27). As a consequence, many of the usual tricks familiar from algebraic geometry
cannot be applied anymore.

Once we have a trace morphism at hand, we can give an easy and essentially formal proof of Poincaré
duality for smooth proper morphisms and locally constant coefficients; many cases were treated before in
[Ber93, Th. 7.3.1], [Hub96, Cor. 7.5.5], [Zav24b, Th. 1.1.2], and [Man22, Cor. 3.10.22]:

41 fact, the construction of Huber is very specific to the case of n being invertible in (O;)X, while the construction of
Berkovich is very specific to the partially proper case.
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Theorem 1.2.4 (Theorem 6.4.1, Theorem 6.4.10). Let f: X — Y be a smooth proper morphism of equidi-
mension d between locally noetherian analytic adic spaces such that n € Oy and let € € Dys(Xer; A). Then
the duality morphism

PD;: RERAom(E, Ay (d)[2d]) =5 RAom(RE.E, RE A (d)[2d]) ~2°"5 RAom(RE.E, Ay)
s an isomorphism.

When 7 is invertible in Oy, Theorem 1.2.4 was first proven by Berkovich in [Ber93, Th. 7.3.1] and by Huber
in [Hub96, Cor. 7.5.5] independently (and it was later revisited in [Zav23, Th. 1.3.2]). When X and Y are
rigid-analytic spaces over a nonarchimedean field K of mixed characteristic (0,p) and n = p, Theorem 1.2.4
was proven in [Zav24b| and [Man22] independently. Both proofs crucially rely on the theory of perfectoid
spaces, O /p-cohomology groups, and the Grothendieck—Serre duality in characteristic p. In particular, the
previous proofs only apply either when (n,p) = 1 or when n = p and the strategies in the two cases are
completely different.

In contrast, our proof of Theorem 1.2.4 is different from any of the four proofs mentioned above (instead,
it is somewhat motivated by the proof presented in [Zav23, Th. 1.3.2]). It uses a bare minumum of the
perfectoid theory, works uniformly for any integer n € Oy, and is essentially diagrammatic once the trace
map is constructed.

These methods are quite formal and, thus, they can be used in different cohomological setups. For instance,
in an ongoing joint project with Niziol, we expect to generalize the techniques developed in this paper to
prove a version of Poincaré duality for pro-étale Q,-local systems on smooth proper X.

We now explain the main ideas behind our proof. We first reduce the question to showing that, for a
dualizable & € D(X¢; A), the complex Rf.€ is dualizable in D(Yg; A) with the dual given by Rf.EY(d)[2d].
Then we need to construct the evaluation and coevaluation morphisms and check that certain compositions
are the identity. The evaluation map essentially comes from the trace map constructed in Theorem 1.2.1,
while the coevaluation map essentially comes from the Kiinneth isomorphism established in Corollary 6.3.9°
and the cycle class map of the diagonal (see Section 3 and Construction 6.4.2). The verification that certain
compositions are equal to the identity boil down to the computation that trp.(cfa) = id for a projection
pr: X xy X — X and the diagonal morphism A: X — X Xy X and to the fact that the braiding morphism
on (Ax,, x(d) [2cl])®2 is the identity morphism.

As a formal consequence of our proof of Theorem 6.4.10, we also get that derived pushforwards along
smooth and proper morphisms preserve locally constant sheaves:

Corollary 1.2.5 (Corollary 6.4.8). Let f: X — Y be a smooth proper morphism of locally noetherian analytic
adic spaces with n € Oy. Let € € Dys(Xer; A) be a lisse complex. Then Rf.E lies in Dys(Yer; A). If € is
locally bounded (resp. perfect), then so is Rf.E.

If n € (0F)*, Corollary 1.2.5 was first shown in [Hub96, Cor. 6.2.3] under some extra assumptions and also
recently revisited in [Zav23, App. 1.3.4 (4)] in full generality. If Y is a rigid-analytic space over Spa(K, O)
and n = p is equal to the characteristic of the residue field of Ok, this result was shown in [SW20, Th. 10.5.1],
using the full strength of the perfectoid and diamond machinery. In contrast to these two proofs, our proof is
uniform in n, is essentially formal, and remains largely in the world of locally noetherian analytic adic spaces.

1.3. Trace and duality for proper maps. In this section, we go back to the discussion of Theorem 1.1.1
and explain the main ideas behind its proof. We fix a nonarchimedean field K of characteristic 0 and residue
characteristic p > 0. Set A = Z/nZ for some integer n > 0.

For general (not necessarily smooth) proper morphisms of rigid-analytic spaces over K, one cannot expect to
have trace maps with constant coefficients as in Theorem 1.2.1. Instead, it is more reasonable to expect trace
maps with coefficients in the dualizing complexes wy € D.(X;A); see [BH22, Th. 3.21] for their definition.
One first main result is the actual construction of such morphisms:

5The proof of Corollary 6.3.9 is the only place which needs, via [BH22, Lem. 3.25], the perfectoid machinery; see Remark 6.3.2.
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Theorem 1.3.1 (Digest of Section 7.4). For any proper morphism f: X — 'Y of rigid-analytic spaces over
K, the complex Room(Rf.wx,wy) lies in DZ°(Yg; A). Furthermore, one can assign to every such proper
morphism f: X =Y a trace map Try: Rf.wx — wy such that:
(1) Tr is compatible with compositions;
(2) Try is étale local on Y';
(3) if f is a closed immersion, then Try is adjoint to the natural isomorphism wx —» Rf'wy from [BH22,
Th. 3.21(1)] (see Construction 7.2.1);
(4) if f is smooth and proper, Try is compatible with the smooth trace map from Theorem 1.2.1 (via
Construction 7.2.7);
(5) Tr is compatible with extensions of base fields.

Just like in Theorem 1.2.1, we can modify the list of compatibility axioms in Theorem 1.3.1 to characterize
our proper traces uniquely; see Theorem 7.4.1. We do not do so here in order to avoid complicated notations.

We point out that the proof of Theorem 1.1.1 is not so difficult given the construction of trace maps from
Theorem 1.3.1. Indeed, Theorem 1.3.1 (3) eventually allows us to reduce to the case Y = Spa(K, Ok). In this
case, we use resolution of singularities, explicit generators in D,c(Xet; A), and the compatibilities of Try from
Theorem 1.3.1 again to eventually reduce the question to the (very special case of) Theorem 1.2.4.

Remark 1.3.2. Theorem 1.2.1 suggests that it is reasonable to expect that one can assign a reasonable trace
morphism Try: Rfiwx — wy to any taut separated morphism f: X — Y of rigid-analytic spaces over K.
The main obstacle to apply our method for such f is that we do not know whether R#Zom(R fiwx,wy) lies
in DZ%(Yg; A) in such generality (see Remark 7.3.15 for more detail). It would certainly be interesting to
have trace maps constructed in greater generality, even though the analog of Theorem 1.1.1 cannot hold for
nonproper f. Therefore, we decided not to pursue this direction in this paper.

Now we mention the main ideas that go into the proof of Theorem 1.3.1. We first construct the trace map
when X is smooth and Y is quasicompact and separated. In this case, we factor f through its graph I'y as

I r
X b xxy 2y

Since I'y is a closed embedding by our separatedness assumption, it has a closed trace map thanks to [BH22,
Th. 3.21 (1)] (cf. Construction 7.2.1). On the other hand, pr, is smooth taut separated, hence it has a trace
map thanks to Theorem 1.2.4 (cf. Construction 7.2.7). The composition of these traces gives a trace map for
f; we call it the smooth-source trace.

Remark 1.3.3. We want to emphasize that the morphism pr, is not (partially) proper unless X is (partially)
proper. For this reason, Theorem 1.2.1 for partially proper morphisms is inadequate for the purpose of proving
Theorem 1.3.1 (at least via our methods).

Then we use resolution of singularities, the constructed above smooth-source trace, and some dévissage to
reduce the claim that RoZom(R f.wx,wy) lies in DZ%(Yg; A) to the case when Y = Spa(K, Ok ) and X is
smooth. In this case, this coconnectivity claim boils down to the classical estimates on the cohomological
dimension of X (see [Hub96, Prop. 5.5.8]).

Finally, we use the coconnectivity established above to reduce the question to the case of quasicompact
separated Y. Then we use resolution of singularities and the smooth-source trace again to reduce to the case
when, in addition, X is smooth of equidimension d. In this case, the smooth-source trace does the job again.
After that, we have to figure out all the desired compatilibities which requires quite delicate arguments and
diagram chases; this occupies the most of the proof of Theorem 7.4.1.

Organization of the paper. In Section 2, Section 3, and Section 4, we provide some technical background
on finite morphisms, trace maps for finite flat morphisms, cycle classes, and curves in the setting of analytic
adic geometry, for which we often could not find suitable references in the literature. We recommend the
reader to skip these sections on the first reading. Section 5 is one of the key sections of the paper, in which we
construct analytic trace map for smooth affinoid rigid-analytic curves and verify its properties. The first half
of Section 6 extends the construction of smooth traces to an arbitrary separated smooth taut morphism of
equidimension d, while the second half of this section gives our “diagrammatic” proof of Theorem 1.2.4. This
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is another key novelty of this paper (an impatient reader may start reading there and take for granted the
existence of smooth trace map). Section 7 discusses the construction of proper traces and general Poincaré
duality for proper morphisms, leading up to the proofs of our main results Theorem 1.3.1 and Theorem 1.1.1.
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Notation and conventions. In this paper, a topological field K is called nonarchimedean if its topology
is induced by a valuation of rank 1 on K and if K is complete with respect to this topology; beware that
while the completeness assumption is somewhat standard, it is not imposed in [Hub96, Def. 1.1.3]. We usually
denote the ring of integers of K by Ok, its maximal ideal by mg, and its residue field by k := Og /mg.

A rigid-analytic space over a nonarchimedean field K is always understood to be an adic space which
is locally of finite type over Spa(K,Ok); by [Hub94, Prop. 4.5], the resulting category of quasiseparated
rigid-analytic K-spaces is equivalent to the category of quasiseparated rigid-analytic K -varieties in the classical
sense as in, say, [BGR84, Def. 9.3.1/4]. An analytic adic space is locally noetherian if every x € X is contained
in an open affinoid subspace U C X for which O(U) is a strongly noetherian Tate ring. An affinoid field
means a Huber pair (k, kT) such that k is a field and k™ C k is an open and bounded microbial valuation
ring; it is not assumed to be complete. Note that this definition is slightly narrower than [Hub96, Def. 1.1.5],
which also allows k to be discrete.

An admissible formal Og-scheme is a flat, locally finitely presented formal Og-scheme 2°. To any
formal scheme 2~ which is locally of finite presentation over Spf(Of), we attach the special fiber 25 =
X Xgpt(0x) Spec(k), which is a locally finitely presented k-scheme, and the rigid-analytic generic fiber 2, in
the sense of [Hub96, Prop. 1.9.1], which is a quasiseparated rigid-analytic space over Spa(K, Ok). Given a
rigid-analytic space X over Spa(K, Ok), any admissible 2" over Spf(Ok) with 2, ~ X is called a formal
model of X.

We usually denote the points of an adic space X by x, y, etc. and valuations in their equivalence class by
Vg, Uy, etc. Following Huber, we use multiplicative notation for valuations and value groups.

Given a locally noetherian analytic adic space X, the d-dimensional (closed) unit disk over X is defined
as D% := Spa(Z[Ty,...,Ta], Z[T1, ..., T4]) Xspa(z,z) X. Alternatively, one can set D% := Spa(A(T), A(T)™)
when X = Spa(4, A*) is affinoid; since this construction is functorial in X, this gives D% for general X via
gluing. Likewise, the d-dimensional open unit disk over X is f)gl( = Spa(Z[T1, ..., Ta], Z[T1, . .., Ta]) X spa(z,2)
X and the d-dimensional affine space over X is Agl(’an i= Spa(Z[T, ..., Ta),Z) Xgpa(z,z) X. When the base is
understood from the context (mainly over an algebraically closed field), we drop it from the notation and
simply write D¢, f)d, Adan etc,

Given a locally noetherian analytic adic space X and a finite commutative ring A, we denote the (trian-
gulated) derived category of étale sheaves of A-modules on X by D(Xg; A). We write D®) (X4; A) for the
full subcategory spanned by locally bounded complexes and Dy;s(Xgt; A) for the full subcategory spanned by
complexes with lisse cohomology sheaves. When X is a rigid-analytic space over K, we also consider the full
subcategory D,.(Xe; A) spanned by complexes with Zariski-constructible cohomology sheaves. If f: X — Y
is a morphism of locally noetherian analytic adic spaces and f, (for f finite) or fi (for f étale) is exact, we
often drop the “R” from the notation of the associated derived functors R f, or Rfi, respectively.

We denote the unit of an adjunction of functors F: C @2 D :G by n: id — G o F and its counit by
€: oG — id. In the special case when f: X — Y is a morphism of locally noetherian analytic adic spaces
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and (F,G) = (f*,Rf.) or (for f étale) (F,G) = (Rfi, f*) or (for f finite) (F,G) = (f., Rf'), we also use 7y
and €. We denote canonical isomorphisms by ~ and noncanonical isomorphisms by =.

2. PRELIMINARIES

2.1. Valuation rings. In this subsection, we collect some facts about valuation rings that we will use
throughout the paper. We assume that most results of this subsection are well-known to the experts, but it
seems difficult to extract them from the existing literature.

We start by recalling the following classical definition:

Definition 2.1.1. Let € X be a point of an analytic adic space (X, Ox,{v;}). Then

(i) the residue field k(x) is the residue field of the local ring Ox , and k(z)* C k() is a valuation ring
associated to the valuation v, of Ox ;. Then (k(z),k(z)") is a (non-complete) affinoid field;

—

(ii) the completed residue field k(x) is the topological completion of k(z). This comes with a canonical

—_t

+ —
valuation subring k(z) C k(z) such that pair (k(z), k(z) ) is a (complete) affinoid field.

—

+
Remark 2.1.2. If w € k(z)" is a pseudo-uniformizer, then [Hub93b, Lem. 1.6] ensures that k(z) is the

— —+

usual w-adic completion of k(z)* and k(z) = k(z) [L1].

We first classify all connected adic spaces which are finite over the adic spectrum of a complete affinoid
field:

Lemma 2.1.3. Let Y = Spa(K, K™) be the adic spectrum of a complete affinoid field (K,K™'). Let y be the
closed point of Y corresponding to a valuation v: K — ', U{0}, m C KT the mazimal ideal. Let X be a
reduced and connected adic space and let f: X — Y be a finite morphism. Then
(i) X = Spa(A, A™) is an affinoid space with A = L being a finite field extension of K, and AT being the
integral closure® of Kt in L;
(i) the pre-image f~*(y) is equal to the set of valuations of L that extend v;
(iii) for each x € f~Y(y), we have tkx = rky;
(iv) there is an equality AT = mxef—l(y)LJr where L} is the valuation ring of (the valuation corresponding

)

to) x, i.e., Lf ={a € L|vy(a) <1}.

+

(v) for each x € f~1(y), we have k(x) = L}.

(vi) AT is semi-local, and all maximal ideals are given by m, :=m} N AT forx € f~1(y) and m} C L}
the corresponding maximal ideal. Furthermore, the natural morphism A:;I — L7 is an isomorphism
for each x € f~(y);

(vii) we have rad(mA¥) =, ¢ p-1(,) Ma -

Proof. (i). First, we note that [Hub93a, Satz 3.6.20 and Korollar 3.12.12] imply that X = Spa(A, AT) is an
affinoid and (K, K™) — (A, AT) is a finite morphism of Huber pairs, i.e., A is a finite K-algebra and A™
is the integral closure of KT in A. Furthermore, the assumptions on X imply that A is a reduced finite
K-algebra without idempotents. This implies that A must be a field L such that K C L is a finite extension.

(ii). Now we note that, by definition of an adic space, we can identify f~!(y) with the set of valuation
subrings R,, C L such that

(A) Kt C R, and the morphism K+ — R, is local;

(B) the corresponding valuation w: L — L*/R* U{0} =T, U{0} is continuous;

(C) w(at) < 1.
Therefore, for the purpose of proving (ii), it suffices to show that condition (A) implies (B) and (C). In other
words, we need to show that any valuation w of L that extends v is automatically continuous and satisfies
w(AT) <1.

Since w|x = v, v(KT) <1, and AT is integral over K, we conclude that w(A™) < 1 as well. Therefore, it
suffices to show continuity of w. We choose some compatible rings of definition Ky C K, Ag C A", and a

6We warn the reader that A+ is not necessarily a valuation ring unless K is henselian along its maximal ideal.
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pseudo-uniformizer w € Kj. Therefore, [Conl5, L. 9, Cor. 9.3.3] ensures that it suffices to show that w(w) is
cofinal in I', and w(w) < w(a) for any a € Ay.

First, [Bou98, Ch. VI, § 8, n. 1, Prop. 1] gives that I',,/T, is a torsion group. Therefore w(w) = v(w) is
cofinal in T',, since it is cofinal in T, due to [Conl5, L. 9, Cor. 9.3.3]. In particular, w(w) < 1. Now we note
that w(A%) <1, v|,, =w|,,, and thus

w(aw) = w(a)w(w) < wa) <1

for any a € Ag C AT. Therefore, we conclude that w is continuous.
(iii). This follows directly from [Bou98, Ch. VI, § 8, n. 1, Cor. 1].
(iv). This follows from (ii) and [Mat89, Exercise 10.3].
(v). We first note, for every x € f~1(y), [Conl5, L. 14, “Caveat on residue fields” on pp. 2-3| implies that

—

—— — ~ +
k(z) = L/supp(z) = L = L since supp(z) = (0) and L is already a complete field. Therefore, L} and k(z)
are both equal to the valuation rings defined as {a € L = k(z) | vy(a) < 1}.

(vi). This follows directly from (ii) and [Bou98, Ch. VI, § 8, n. 6, Prop. 6].

(vii). Since the ideal (1, ¢-1(,) My is radical, the equality rad(mA™) = ) M, means that the fiber

z€f~1(y
of Spec AT — Spec K+ over the closed point consists exactly of the closed points in Spec A*. This follows

from [Mat89, Th. 9.3 (ii) and Th. 9.4 (i)] O
Now we discuss the definition and basic properties of henselian affinoid fields.

Definition 2.1.4. An affinoid field (K, KT) is henselian if KV is henselian with respect to its maximal ideal
mcC KT

Remark 2.1.5. We note that [EP05, Th. 4.1.3] implies that (K, K1) is henselian in the sense of Definition 2.1.4
if and only if it is henselian in the sense of [EP05, p. 86]. In other words, (K, K) is henselian if and only if
its valuation v uniquely extends to any finite field extension K C L.

It turns out that we can always canonically make any affinoid field into a henselian one.

Definition 2.1.6. Let (K, KT) be an affinoid field. Its henselization is an affinoid field (K", K*") where
KT is the henselization of K+ with respect to its maximal ideal and K? = K+? @+ K.

We note that K+ is a valuation ring by [SP24, Tag 0ASK], and it is microbial since K+ is. Thus
(K™ K*1) is indeed an affinoid field.

Warning 2.1.7. The notation K® may be a bit misleading because this object depends on the valuation
subring K+ C K and not just on K as a topological field.

Definition 2.1.8. Let € X be a point of an analytic adic space (X, Ox,{v,}). Then
(i) the henselized residue field k(z)™ is the henselization of k(z). In particular, (k(z)", k(z)™") is a
(henselian) affinoid field;
——h —

(ii) the henselized completed residue field k(x) is the henselization of k(z) (see Definition 2.1.1). In
—h — +h
particular, (k(z) ,k(z) ) is a (henselian) affinoid field.

The following lemma is well-known in the rank-1 case. Even though it is probably also well-known in the
higher rank case to the experts, we cannot find this explicitly stated in the literature and therefore include a
proof here.

Lemma 2.1.9. Let (K,K™") be a henselian affinoid field with the valuation vk: K — T'x U {0}, and
ix/r: K < L a finite field extension with the (unique) compatible valuation vy : L — ', U{0}. Then'

(=N = wp (ige/ Nmyyre(—))

where Nmp /rc: L* — K> is the norm map.

"Recall that we use the multiplicative notation for the group structure on any value group T
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Proof. Step 1. We assume that L/K is normal. We pick an element f € L*. Then [Bou03, Ch. 5, § 8,
n. 3, Prop. 4] implies that we have

Noy ()= (I o)

occAut(L/K)

)

)[L5K]i

where [L : K]; is the inseparable degree extension of L/K. Since K is henselian, there is a unique extension
of v to v, so we conclude that vy (o(f)) = vi(f) for any o € Aut(L/K). Therefore, we conclude that

UL<iK/LNmL/K<_)):UL<( 11 )O'(f))[L;K]z)

oc€Aut(L/K

:<vL( I1 a<f>)>[m

oc€Aut(L/K)
= (o () = (o ()

Step 2. General case. We consider a normal closure L C M of L, so M/K is normal. We denote by
ir/r: K — L the corresponding inclusion (and similarly for ix,y; and ig /), and by jg/r: T'x — 'z the
induced morphism on the value groups (and similarly for jx /s and jr,/ar).

Since M/K is normal, we already know that

(par (on (D) = (oar (g0 (£)))

= vnr (g muNmag cir e (f))

(B) =UVp (iL/MiK/LNmL/KNmM/LiL/M(f))
= ups (iL/MiK/LNHlL/K (f[M:L]))

G i S

Indeed, the first equality is formal. The second equality follows from Step 1 applied to M /K and iz f. The
third equality follows from the transitivity of Norm maps and the inclusion morphisms. The fourth equality
follows from the formula Nmy i/ pf = f [M:L] " The last equality is again formal.

Now we note that the morphism jz/p : ', — I is injective, and both I'z, and T'ys are torsion-free (since

they are totally ordered abelian groups). Therefore, ((J) implies that (vy, (f))[L:K] =y, (ig/LNmy g (f)). O

2.2. Curve-like affinoid fields. In this subsection, we define and study a particular class of curve-like
affinoid fields. We will later show that “boundary” points on the universal compactification of a rigid-analytic
curve are necessarilly curve-like (see Lemma 4.2.5). Throughout the subsection, we fix a nonarchimedean field
C with a rank-1 valuation |.|: C' — T'c U{0}. We denote by O¢ C C the corresponding valuation ring and by
mg C O¢ its maximal ideal.

For the following definition, we fix a henselian affinoid field (K, K1) and a finite field extension K C L.
Remark 2.1.5 and [Mat89, Exercise 10.3] ensure that the integral closure L™ of Kt in L is a henselian valuation
ring. So we denote by mg C KT and my C L™ the unique maximal ideals of K+ and L* respectively.

Definition 2.2.1 ([Bou98, Ch. 6, § 8, n. 1]). The ramification index e(L/K) is the cardinality |I'y/I'k|. The
residue class f(L/K) is the degree [LT/mp : Kt /mg].

Remark 2.2.2. Note that [Bou98, Ch. 6, § 8, n. 1, Lem. 2] implies that we have an inequality e(L/K) f(L/K) <
[L : K]. In particular, both e(L/K) and f(L/K) are finite numbers.

Definition 2.2.3. [Hub01] A henselian affinoid ring (K, KT) is defectless in every finite extension if, for
every finite field extension K C L, we have e(L/K)f(L/K) = [L: K].

Finally, we are essentially ready to define the notion of a curve-like affinoid field.



RELATIVE POINCARE DUALITY IN NONARCHIMEDEAN GEOMETRY 11

Definition 2.2.4. A (C, O¢)-affinoid field is an affinoid field (K, K*) with a continuous morphism (C, O¢) —
(K,K™T).

For any (C, O¢)-affinoid field, we have the natural induced morphism ji: I'c — 'k of valuation groups.

Definition 2.2.5. A (C, O¢)-affinoid field (K, KT) is called curve-like if

(1) (K,K™) is henselian and defectless in every finite extension;
(2) the set® {y € 'k | v < 1} has a greatest element vo;
(3) T'k is generated (as an abelian group) by jx(I'c) and the element vp.

The following lemma (in conjunction with Lemma 4.2.5) will be at the heart of our construction of the
analytic trace map (see Definition 5.1.10):

Lemma 2.2.6. Let (K, K™) be a curve-like (C, O¢)-affinoid field, and let Tc x Z be a totally ordered abelian
group with the lexicographical order. Then the natural morphism

OAZFcXZ—)FK

a(y,n) =jx(v) %"
18 an isomorphism of totally ordered abelian groups.

Proof. In this proof, we will freely use [BGR84, Obs. 3.6/10] which guarantees that I'c is divisible. We will
also denote by (y0) C ' the subgroup generated by 7o. Since I'k is torsion-free, we conclude that (vyg) is
isomorphic to Z as abelian groups.

Step 0. The natural morphism jx: I'c — ' s injective. Explicitly, we need to show that the natural
morphism C*/Of — K* /(K1)* is injective. Since every element in C* /O is either equal to the class of T
or 7! for some pseudo-uniformizer m € O, it suffices to show that the image of 7 is non-zero in K* /(K+)*.
Equivalently, we need to show that no pseudo-uniformizer m# € O¢ becomes invertible in K. But since the
morphism C — K is continuous, 7 € KT is a topologically nilpotent. In particular, 7 lies in the maximal
ideal mg+, so it is not invertible.

Step 1. We have jx(T'c) N () = {1}. Suppose that there is an element 1 # v € jg(I'¢) N (y0). Without
loss of generality, we can assume that v = - for some positive integer n. Since I'c is divisible, there is
v € jx(T¢) C 'k such that (y/)>® = ~§. Since 'k is torsion-free, we conclude that 7o = (7/)?. In particular,
Yo < ' < 1. This contradicts the assumption that 7 is the greatest among the elements < 1.

Step 2. The map « is an isomorphism of abelian groups. Our assumption on K implies that « is surjective,
while Step 0 and Step 1 ensure that it is injective.

Step 8. For any~y € jx(Tc) such thaty > 1, we have v > v for any integer N. We argue by contradiction.
Suppose there exists v € jx(I'c 1) and an integer N such that +}’ > . Since 79 < 1 and v > 1, we see that
N < 0. Thus, we can write N = —n for some positive integer n. Using that I'¢ is divisible, we can then
find v/ € jx(T'¢) such that v = (y/)~". The inequality 75" > v = (v/)~" > 1 implies that 7o <+’ < 1. The
choice of 7y implies that v = v’ € jx(T¢), but this is impossible due to Step 1.

Step 4. The map « is an isomorphism of ordered abelian groups. By Step 2, it suffices to show that the
subgroup (7o) C ' is convex. This means that if v € ' satisfies 7§ < v < " for some integers n and m,
then v € (vg). Since we already know that 'y = T'c X (yp) as an abelian group, it suffices to show that the
only element v € jx (T'¢) satisfying

(2.2.7) % <7<
for some integers n and m is the neutral object 1. By passing to inverses, we can assume that v > 1. But
then it follows directly from Step 3. O

Definition 2.2.8. For a curve-like (C, O¢)-affinoid field (K, KT), we define the reduction morphism
#2 |/

to be the unique homomorphism that sends vy to 1 and I'¢ to 0.

8The element 1 in the next formula means the neutral element of the group 'k .
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Warning 2.2.9. Note that # coincides with the composition —proj, o a1, where proj,: I'c x Z — Z is the
projection onto the second factor. In particular, #(«(0,1)) = —1.

Lemma 2.2.10. Let C be an algebraically closed nonarchimedean field, and (K, K%) C (L, L") be a finite
extension of curve-like (C,O¢)-affinoid fields. If the residue field KT /my is algebraically closed, then the
diagram

L e g

Nmy ,x

H#Hovk

KX
commutes.
Proof. Let us choose minimal elements v 0 € {y € I'r | v < 1} and vk, € {y € ' | v < 1} respectively.
Then Lemma 2.2.6 implies that

I't =Tc x{veo), T =Tcx{vro)
with the lexicographic order. Thus, we have a commutative diagram

L~ Tp =T x (y.0) —— Z

(2.2.11) iK/LT jK/LT ””{

KX 25Tk =T¢ x {(ygo) — Z,

where jg 1, is the morphism of value groups induced by the inclusion K C L and ey x = [I'/T'k| is the
ramification index of L/K. Since Z is torsion-free, it suffices to show that

er/k - #ovn(f) =ep k- #ovk(Nmp g (f))
for any f € L*. Therefore, (2.2.11) implies that it suffices to show that

er i - #ovr(f) =#ovr (ix L Nmp, x(f)).

Now we show an even stronger” claim that vy (f)®2/% = vy, (g, Nmp r(f)). Since (K, KT) is defectless in
every finite extension and the residue field K /my is algebraically closed, we conclude that fr, sk =1 and
[L: K] =er k. Therefore, Lemma 2.1.9 implies that

oL (f)*/ % = wvp (ig/L.Nmp, (f))
for any f € L*. g

2.3. Finite morphisms and residue fields. In this subsection, we record some results about the behaviour
of various residue field (see Definition 2.1.1 and Definition 2.1.8) with respect to finite morphisms. We expect
that some of these results are probably well-known to the experts, but they do seem to appear in the existing
literature.

That being said, we first study the behavior of the completed residue fields with respect to finite morphisms.
We establish nice properties when z is a point of rank-1. To deal with higher rank points, we will need to
pass to the henselized completed residue fields later in this subsection.

Lemma 2.3.1. Let f: X — Y be a finite morphism of locally noetherian analytic adic spaces, and x € X.
Then x and y = f(x) have equal ranks.

— —+
Proof. Without loss of generality, we can assume that Y = Spa(k(y), k(y) ) Then we can replace X by its
reduction, and then pass to connected components to assume that X is reduced and connected. In this case,
the result follows from Lemma 2.1.3 (iii). O

9We recall again that we use the multiplicative notation for the group structure on any value group I'.
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Lemma 2.3.2. Let f: X — Y be a finite morphism of locally noetherian analytic adic spaces, y € Y a rank-1
point, and V C X an open subset of X containing f~1(y). Then there is an open U C'Y containing y such
that f~Y(U) C V.

Proof. The question is local on Y, so we can assume that Y is an affinoid. Since f is a finite morphism, we
conclude that X is also affinoid due to [Hub93a, Korollar 3.12.12]. In particular, both underlying topological
spaces | X| and |Y| are spectral. Since f~1(y) is a finite set, we can refine V to assume that it is quasi-compact.
In particular, the complement Z := X \ V is a constructible subset of X.

Now we note that any rank-1 point in Y is maximal due to [Hub96, Lem. 1.1.10 (ii)], so y = N;erU;, where
{Ui}ier is the filtered poset of quasi-compact opens containing y. Since f~!(y) = (V;c; f~(U;), we note that
the condition that f~!(y) C V is equivalent to

(2.3.3) Zo( ) =Nznf ) =e.

i€l iel
Now each f~1(U;) is a quasi-compact open subset of X, and so Z N f~(U;) is a constructible subset of X
(in particular, it is closed in the constructible topology on X). Therefore, (2 3.3) and [SP24, Tag 0A2W]

guarantee that there is i € I such that f~}(U;) N Z = @. In other words, f~*(U;) C V. So U = U; does the
job. O

Corollary 2.3.4. Let f: X — Y be a finite morphism of locally noetherian analytic adic spaces, y € Y a
point of rank-1, and {z;}*_, = f~'(y). Then there is an open Tate affinoid U C Y neighborhood of y such
that f~1(U) = |_|Z:1 U; and z; € U; if and only if ¢ = j.

Proof. Lemma 2.3.1 ensures that all ; are points of rank-1. In particular, they are are maximal points of X.
Therefore, there are no common generalizations among x;’s. So [SP24, Tag 0904] implies that there are open
neighborhoods V; 3 x; such that V;NV; = @ if ¢ # j.

Now we apply Lemma 2.3.2 to V :=JV; = |V; C X to find y € U C Y such that f~1(U) =], U; and
x; € U; if and only if i = j. We can replace U with any open Tate affinoid y € U’ C U to find the desired
affinoid open subset. O

We first show that stalks at rank-1 points behave nicely with respect to finite morphisms of affinoid rings.

Lemma 2.3.5. Let f: X = Spa(B,Bt) =Y = Spa(A4, A") be a finite morphism of stronly noetherian Tate
affinoids, and let y € Y be a point of rank-1. Then the natural morphism

Oyy@aB— [ Oxa.
z€f~1(y)

is an isomorphism.

Proof. We use Corollary 2.3.4 to replace Y with U to assume that X = | |, X; and each X; contains ezactly
one point over y. Therefore, we can replace X with X; to assume that f~1(y) = {z}. In this case, we need to
show that the natural morphism

(2.3.6) Ovy®aB— Ox,
is an isomorhism. This comes from the following sequence of isomorphisms:

Oy,y ®a B~ (colim Oy (V) ®a B

~ C‘(}hm( Y (V) XA B)

Voy

~ colim Ox (f 1 )
~ CV(‘)/hmOX (W)
= OX,I,

where the third isomorphism comes from [Zav24c, Lem. B.3.6], and the fifth isomorphism comes from
Lemma 2.3.2. g


https://stacks.math.columbia.edu/tag/0A2W
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Our next goal is to get an analogue of Lemma 2.3.5 for completed residue fields at rank-1 points (under
some further assumptions). We start with the following preliminary lemma:

Lemma 2.3.7. Let f: X = Y be a finite morphism of locally noetherian analytic adic spaces, y €'Y be a point
with the unique rank-1 generalization Ygen. Let () = {zi}ier, and Tigen the unique rank-1 generalization
of z; fori € I. Then ™ (Ygen) = {Tigenticr (SOme T; gen might coincide).

Proof. First, [Hub96, Lem. 1.1.10 (iv)] implies that {z; gen }ier C ' (Ygen). Now [Hub96, Lem. 1.4.5 (ii)]
implies that f is closed. Therefore, [SP24, Tag 0066] implies that any © € f~!(ygen) is a generalization of
some z;. Furthermore, Lemma 2.3.1 ensures that x is of rank-1, so it must be z; gen. O

Lemma 2.3.8. Let f: X = Spa(B,B*") — Y = Spa(A, AT) be a finite morphism of strongly noetherian

—

Tate affinoid adic spaces, and let y € Y be a rank-1 point. If k(y) ®4 B is a reduced ring, then the natural
morphism

zi,Ef*l(y)

s an tsomorphism.

Proof. Throughout this proof, we will freely use [Zav24c, Lem. B.3.6] that ensures that certain completed
tensor products coincide with the usual tensor products.

That being said, we can use Lemma 2.3.1 and Corollary 2.3.4 to reduce to the situation f~1(y) = =
is a unique rank-1 point. Then we can replace ¥ with Spa(k(y), k(y)o) to assume that Y = Spa(K, Ok)
for a nonarchimedean field K. Then our assumption on X = Spa(B, B") implies that it is a reduced adic
space which is finite over Spa(K,Ok), and |X]| is a singleton (in particular, it is connected). Therefore,

Lemma 2.1.3 (i), (iv), (v) imply that B ~ k(z). Thus the map
k(y) @4 B ~ K ®x k(z) — k()
is obviously an isomorphism. O

Now we want to get an analogue of Lemma 2.3.8 for higher rank points. For this, we will need to work
with henselized completed residue fields.
We start by proving the following general lemma in commutative algebra:

Lemma 2.3.9. Let I, 1s,...,1, C A be ideals in a ring A. Suppose that for each 1 < i, <n, I; + I; = A.
Then the natural morphism

n
h h
A11ﬂ12r‘|“-ﬂln — HAL

i=1
is an isomorphism.
Proof. First, we notice that (N;x;1;) + I; = A for every ¢ = 1,...,n. So we can assume that n = 2. Now we
note IlA?l is a radical ideal, so the assumption I; + Is = A implies ]214}[11 = A}I‘l. Thus, (I; N IQ)A?1 = IlAfI‘1
and, similarly, (I3 N Ig)A}I‘ = IQA}; . Therefore, A? X A}Il is henselian along I; N I and ind-étale over A.
2 2 1 2
Thus, in order to check that the natural morphism

h h h
Aj nr, — A, X AL,

is an isomorphism, it suffices to check it modulo I} N I. Using [SP24, Tag 0AGU]| and the equalities
(Ih N13) A} = ;A% | we conclude that it suffices to show that A/(Iy N I3) — A/Iy x A/I, is an isomorphism.
This follows from our assumption that Iy + I, = A. O

Finally, we are ready to prove the main result of this subsection:


https://stacks.math.columbia.edu/tag/0066
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Theorem 2.3.10. Let f: X = Spa(B,BT) — Y = Spa(A, AT) be a finite morphism of strongly noetherian
Tate affinoids, and let y € Y be a point with the unique rank-1 generalization Ygen. If k(Ygen) ®4 B is reduced,
then the natural morphism

—~—h ——h
k(y) ®aB— H k(i)
z€f~1(y)
is an isomorphism.

Proof. Let us denote by @; gen the unique rank-1 generalization of z; for each x; € f~!(y). Then Lemma 2.3.7
implies that the sets {Z; gen }icr and f~!(ygen) coincide. Then Corollary 2.3.4 allows us to reduce to the
situation when ; gen = % gen for any 7,j. We denote this common rank-1 generalization by gen.

Now Lemma 2.3.8 implies that the natural morphism

(2.3.11) k(Ygen) ®a4 B — k(Tgen)
is an isomorphism. In particular, k(/acg?n) is a finite extension of nge\n) Let us denote by RT the integral
— —
closure of k(y) in k(2gen). Then Lemma 2.1.3 implies that
n —+
R = () k()
i=1
— 4 — + ——+ —+
Let us denote by m C k(y) the maximal ideal in k(y) , and by m; C k(z;) the maximal ideal in k(x;)
Now Lemma 2.1.3 (vi) implies that RT is a semi-local ring with maximal ideals given by m; :== R* Nm/, and

—
that the natural morphism R — k(z;) is an isomorphism of local rings. Furthermore, Lemma 2.1.3 (vii)
implies that rad(mR™) = N, m;. Therefore, [SP24, Tag 0DYE| and Lemma 2.3.9 (applied to the maximal
ideals m;) imply that

— 4,

+.h n _——+,h
k) @ Rt ~RE" HR+ M=k -

Now we recall that the natural morphism k/(\y) — nge\n) is an isomorphism due to [Hub96, Lem. 1.1.10 (iii)].
Thus, after inverting a pseudo-uniformizer, we get the isomorphism

——h
k(y) ®k(yg xgen 1_‘[]€ 1’1

Combining it with (2.3.11), we conclude that the desired 1som0rphlsm

—h —h — —h no

— h
k(y) ®aB~k(y) & k(ygen) ®a B> k(y) ®— k(Tgen) [T#@) - O
i=1

Even though the conclusion of Theorem 2.3.10 does not hold for an arbitrary finite morphism, it can still
be used to study properties of arbitrary finite morphisms:

Corollary 2.3.12. Let f: X = Y be a finite morphism of locally noetherian analytic adic spaces, and let
—h  —h
x € X be an arbitrary point with y = f(x). Then k(y) — k(x) is a finite field extension.

—
Proof. Without loss of generality, we can assume that Y = Spau(k(y)7 k(y) ) Then we can replace X by its
reduction, and then pass to connected components to assume that X is reduced and connected. In this case,

the assumption of Theorem 2.3.10 is obviously satisfied since k/(;) ~ k‘@gc\n) Therefore the result follows
directly from Theorem 2.3.10. O

We finish the subsection by establishing two examples when the assumptions of Theorem 2.3.10 is automatic.

Example 2.3.13. The assumption of Theorem 2.3.10 is always satisfied if f: X — Y is a finite étale
morphism.

Now we give another, more elaborate example:


https://stacks.math.columbia.edu/tag/0DYE
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Lemma 2.3.14. Let K be a nonarchimedean field, let f: X = Spa(B,B°) — Y = Spa(A, A°) be a finite
morphism of smooth rigid-analytic affinoid spaces over K, and let y € Y be a weakly Shilov point of Y (in the

sense of [BH22, Def. 2.5]). Then k(y) ® 4 B is reduced.

Proof. First, there is an open affinoid U C Y neighborhood of y such that y € U is a Shilov point. Then
[Zav24c, Lem. B.3.6] guarantees that

— — —

k(y) ®a B ~ k(y) ®oy ) Oy (U) ®a B ~ k(y) ®o, () Ox (Xv).
Therefore, we can replace Y with U and assume that y € Y is a Shilov point. Then [BH22, Th. 2.25] implies

—

that k(y) ®4 B is a regular algebra. In particular, it is reduced. O

2.4. Finite flat morphisms. In this subsection, we collect some facts about flat and finite flat morphisms of
locally noetherian analytic adic spaces. In particular, we show that the universal compactification of a finite
flat morphism is always finite and flat.

We start by recalling the following definition:

Definition 2.4.1. A morphism f: X — Y of locally noetherian analytic adic spaces is flat if, for every point
x € X, the morphism Oy ¢,y — Ox s is a flat morphism of local rings.

Remark 2.4.2. Flat morphisms are closed under compositions. But it is not clear (and probably false)
whether they are closed under base change.

Lemma 2.4.3. Let f: X — Y be a morphism of locally noetherian analytic adic spaces. Suppose that, for
any rank-1 point x € X, the morphism Oy, ;) — Ox » is flat. Then f is flat.

Proof. Pick any 2o € X, and let « be its unique rank-1 generalization (it exists by [Hub96, Lem. 1.1.10]).
Then loc. cit. implies that y := f(z) is the unique rank-1 generalization of yg := f(xg). Therefore, we have a
commutative diagram

OX,I() — OX,CZ‘

[ [

Oy,yy — Oyyy.

Loc. cit. ensures that the horizontal maps are local and flat (in particular, they are faithfully flat), and the
right vertical arrow is flat by the assumption. This implies that the left vertical is flat as well. Since z was
arbitrary, we conclude that f is flat. O

In general, it seems very difficult to test whether a morphism of locally noetherian adic spaces is flat.
However, it turns out that the situation is much better in the case of finite morphisms:

Lemma 2.4.4. Let f: X = Spa(B,B") — Y = Spa(A, A") be a morphism of strongly noetherian Tate
affinoids. Then f is finite flat if and only if (A, A*) — (B, B™") is a finite morphism of Huber pairs and
A — B is a flat morphism of rings.
Proof. If f is finite and flat, then (A, AT) — (B, BT) is a finite morphism of Huber pairs by [Hub93a, Satz
3.6.20 and Korollar 3.12.12] and A — B is flat by [Zav24c, Lem. B.4.3].

Now suppose that X = Spa(B, BT) is an affinoid, (4, A*) — (B, B*) is finite and A — B is flat. Then
Spa(B, Bt) — Spa(A, A™) is clearly finite. We only need to show that it is also flat. Let z € X is a rank-1
point, and y = f(x). Then Lemma 2.3.5 implies that the morphism

Ovy—= ] Oxa ~B@aOy,
z€f~H(y)
is flat. In particular, Oy, — Ox , is flat. Therefore, Lemma 2.4.3 ensures that X — Y is flat. d

Remark 2.4.5. Lemma 2.4.4 and [Zav24c, Lem. B.3.6] imply that finite flat morphisms are closed under
arbitrary base change.



RELATIVE POINCARE DUALITY IN NONARCHIMEDEAN GEOMETRY 17

Finally, we are ready to show that universal compactifications preserve finite flat morphisms. We refer to
Appendix A for a brief recollection on universal compactifications.

Lemma 2.4.6. Let K be a nonarchimedean field, f: X = Spa(B,BT) — Y = Spa(A4, A*") is a finite
(resp. finite flat) morphism of rigid-analytic affinoid spaces over K, and f¢: X¢ = Spa(B,B'") — Y¢ =
Spa(A, A'") the induced morphism on the universal compactifications. Then f€ is a finite (resp. finite flat)
morphism.

Proof. Since universal compactifications do not change rings of rational functions (see Lemma A.0.3),
Lemma 2.4.4 implies that it suffices to show that (A, A’") — (B, B’") is a finite morphism of Huber
pairs. Cleary, A — B is finite, so it suffices to show that A" — B’ is integral.

Now [Hub93a, Lem. 3.12.10] (see also [Zav24d, Lem. 3.5|) implies that the integral closures B”* of A'" in
B defines a Huber pair (B, B”T). By construction, it contains Og. Lemma A.0.3 ensures that BT is the
minimal +-ring containing Of. Therefore, B’ C B”*, and thus B'" is integral over A’T. O

2.5. Trace for finite flat morphisms. The main goal of this subsection is to define a trace morphism for
any finite flat morphism of locally noetherian analytic adic spaces. This construction will be an important
tool in studying properties of the analytic trace map in Section 5.

Before we start the construction, we mention that the algebraic counterpart of the finite flat trace map has
been defined in [SGA4, Exp. XVII, Th. 6.2.3] and [SP24, Tag 0GKI]. We carry over a similar strategy to the
nonarchimedean situation. We begin with some preliminary lemmas.

Lemma 2.5.1. Let f: X — Y be a finite morphism of locally noetherian analytic adic spaces, §y — Y a
geometric point, and F € Ab(Yy) a sheaf of abelian groups. Then there is a natural isomorphism

@ -7'—?:_) (f*f*]:)g
zef~1(7)
Proof. This follows from the sequence of isomorphisms
D =~ D = Fy
zef~1(Y) zef1(Y)
where the second isomorphism comes from [Hub96, Prop. 2.6.3]. O

Remark 2.5.2. Lemma 2.5.1 implies that for a finite morphism f: X — Y and an abelian sheaf 7 € Ab(Yz),
the natural morphism

is an isomorphism.
Remark 2.5.3. We also note that [Hub96, Prop. 2.6.3] guarantees that for a finite morphism f: X — Y, the
functor f.: Ab(Xe) — Ab(Yz) is exact and commute with arbitrary base change along Y/ — Y.

Recall that for every strongly noetherian Tate affinoid S = Spa(A, AT), [Hub96, Cor. 1.7.3, (3.2.8)]
constructs a functorial morphism of étale topoi cg: Ss — (Spec A)¢t. In particular, for every morphism
f: T = Spa(B,B*) — S = Spa(4, A*) with induced morphism f%#: Spec B — Spec A, the following
diagram commutes (up to canonical equivalence):

Ty — (Spec B),,

lfét lf:tlg'

Ser —= (Spec A),

Construction 2.5.4 (Relative analytification). Likewise, for every strongly noetherian Tate affinoid S =
Spa(A, AT) and a locally finite type A-scheme g: X — Spec A, [Hub94, Prop. 3.8] defines the relative


https://stacks.math.columbia.edu/tag/0GKI
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analytification X"/% as an adic space which is locally of finite type over S. By [Hub96, Cor. 1.7.3, (3.2.8)], it

comes equipped with a canonical morphism of étale topoi cx/g: X éatn/ 5 X such that the diagram'®

an/S Cx/s
Xan/ / X,

ét

an/S 3
lg;:/ J{get

Sz ——=— Spec Ag
commutes (up to canonical equivalence).

Lemma 2.5.5. Let f: X = Spa(B, B") — Y = Spa(A, AT) be a finite morphism of strongly noetherian Tate
affinoids and F € Ab(Spec Bg). Then the natural morphism

v SI8F s [k F
s an isomorphism.

Proof. First, we note that ¢} f2'8F and ¢ F are both overconvergent (in the sense of [Hub96, Def. 8.2.1])
because they are analytifications of algebraic sheaves. Furthermore, f.c%F is also overconvergent due to
[Hub96, Prop. 8.2.3]. Therefore, it suffices to show that « induces an isomorphism on stalks at geometric
points of rank 1. Since both f, and f& '8 commute with arbitrary base change (see Remark 2.5.3 and [SP24,
Tag 0959]), we may thus assume that Y = Spa(C, O¢) for an algebraically closed nonarchimedean field C.
Then we can further replace X by X,.q to assume that X is reduced. In this case, X decomposes as a finite
disjoint union X = | | ; Spa(C, O¢) and the result becomes trivial. O

Finally, we are ready to prove the main result of this subsection:

Theorem 2.5.6. There is a unique way to assign to any finite flat morphism f: X —'Y of locally noetherian
analytic adic spaces and any abelian sheaf F € Ab(Yy), a trace map try r: fo f*F — F satisfying the following
properties:

(1) (functoriality in F) For any morphism ¢: F — G in Ab(Ys), the following diagram is commutative:

try 7

e F F
lf*f*(sa) J@
fffg —e g

(2) (compatibility with compositions) For any two finite flat morphisms f: X =Y and g: Y — Z and
any F € Ab(Zes), the following diagram is commutative:

trgof, 7

(9o fllge f)"F F

]

* (% «(tr ,9* ) *
g (fuf (g F)) L0020 F

(3) (compatibility with pullbacks) For any pullback diagram
X 2 x

T
y -4 vy

101f x = S, we denote cx,g simply by cs.


https://stacks.math.columbia.edu/tag/0959
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in which f and f' are finite flat and any F € Ab(Ys), the following diagram is commutative:

9" (try,7)
B LN

g fuf*F g F

lz Ttrf/)g*}—

//*ff f*f/*g*f
(4) (normalization) If f is of constant rank d, the composition F — f.f*F W F s equal to the
multiplication by d.

Furthermore, this assignment satisfies the following properties:

(5) (compatibility with étale traces) If f is finite étale, then try r is given by the counit
[ F~ ff*F—F

of the adjunction between fi and f*.

(6) (compatibility with algebraic traces 1) For any finite flat morphism f: T = Spa(B,BT) — S =
Spa(A, AT) with associated morphism'' f8: Spec B — Spec A and any sheaf F € .Ab( (Spec A)g )
the diagram

g (tr palg, 7 )

CHfMEfUETF —— 5 4 F

(2.5.7) Jz Ttrf,cgf

Fech fU8FF " [ f* e F

commutes, where c4 and cg are the morphisms of topoi defined just before Construction 2.5.4.

(7) (compatibility with algebraic traces II) For any strongly noetherian Tate affinoid S = Spa(A, AT),
any finite flat morphism g: X — Y of locally finite type A-schemes with relative analytification
g/ S Xan/S s Xan/S and any sheaf F € Ab(Yg,), the diagram

c;‘,/s(trg,]:)

c*y/sg*g*]: —_— c§/5.7:
(2.5.8) lz T“g““/ Sy s

an/S x

g° CX Sg*f _~ gan/S an/S* ;/SF

commutes, where cx,4 and cy, 4 are the morphisms of topoi defined in Construction 2.5..

Proof. Step 1. Uniqueness. First, we note that [Hub96, Prop. 2.5.5] and (3) ensure that try r is determined
by the case when Y = Spa(C, CT) for a complete algebraically closed nonarchimedean field C' and an open
bounded valuation subring C* C C. In that setting, we can write X = | |l | X; with each X; connected (and
finite flat over Y); we denote by f;: X; — Y the induced morphisms and set F; := ]:|X1-' For the natural
clopen immersions j;: X; — X, properties (4) and (3) imply that the trace morphisms trj;, r: j; «F; — F
must be the adjunction morphlsms JiwFi = JinFi = F. Then try 7 = 31" | try, 7, for any F € Ab(Ys) due
to (2). Therefore, it suffices to show uniqueness under the additional assumptions that Y = Spa(C,C™) and
X is connected.

In this case, we clearly have that f: X — Y is of constant rank. Since C is algebraically closed, Remark 2.1.5
implies that C'T is henselian. Therefore, Lemma 2.1.3 ensures that X,e.q ~ Y, so Xg =~ Y. In particular,
fof*F = F for any F € Ab(Ys). Thus, (4) implies that try r: F — F must be equal to the multiplication by
dime Ox (X) for any F € Ab(Ye;). This finishes the proof of uniqueness.

Step 2. Construction of try . We first construct trace maps tryz that are compatible with base change.
Thanks to the base change compatibility, it suffices to do so locally on Y. Hence, we may assume that both
X = Spa(B,BT) and Y = Spa(A4, A") are affinoid. Then Lemma 2.4.4 implies that A — B is a finite flat

1We note that 218 is finite flat due to Lemma 2.4.4.
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ring map, so the induced morphism f#8: Spec B — Spec A is also finite flat. Therefore, we use Lemma 2.5.5
to define
tI‘f7Z = C?; (trfalg7z) ,
where tr s 7 is the algebraic trace for finite flat morphisms constructed in [SGA4, Exp. XVII, Th. 6.2.3]. We
note that tryz commutes with arbitrary base change since the same holds for the algebraic trace map.
For a general sheaf F, we define try r as the composition

(2.5.9) FPF S 2o F 229 g0 7 2 F,
where the first map is the inverse of the projection formula isomorphism (see Remark 2.5.2). This definition
satisfies (1) by its very construction. Next, we check that it also satisfies (6). For this, we first note that
Diagram (2.5.7) commutes for F = Z by the very definition of try z. Secondly, we note that the construction
of trais # is analogous to (2.5.9) except that one uses trjais z in place of try z; see the proof of [SP24, Tag
0GKG] and [SP24, Tag 0GKI]. Since the algebraic projection formula analytifies to the analytic one, we
conclude that Diagram (2.5.7) commutes for any F.

In order to check (2), (3), and (4), we may assume that X, Y, Z, Y’ are affinoid, and F = Z. Then the
results follow from (6) and the analogous properties of algebraic finite flat trace (see [SGA4, Exp. XVII,
Th. 6.2.3]). Thus, we are only left to check (5) and (7).

We start with (5). We first note that it suffices to treat the case F = Z. Since Z and f,Z are overconvergent
(see [Hub96, Prop. 8.2.3 (ii)]), we can check equality over geometric points of rank 1. Both tryz and the
(fi, f*)-adjunction commute with arbitrary base change, so we can assume that Y = Spa(C,O¢) for an
algebraically closed nonarchimedean field C. Then X = | |, Y and the result follows from (4).

Finally, we show (7). First, we observe that both cj, /59 g*F and cj, / oF are overconvergent as analytifica-
tions of algebraic sheaves. Therefore, we can check that Diagram (2.5.8) commutes over geometric rank-1
points of Y25 Since both tr an/s and try commute with arbitrary base change, we can assume that A = C
is an algebraically closed nonarchimedean field and Y = Spec C. In this case, the result follows from (6). O

For later reference, we also discuss a version of étale traces for general étale morphisms. Recall that [Hub96,
Lem. 2.7.6] guarantees that in this case, f* admits an exact right adjoint functor fi, which furthermore
commutes with arbitrary base change.

Definition 2.5.10. Let f: X — Y be an étale morphism of locally noetherian analytic adic spaces and let
F € Ab(Yy) be any abelian sheaf on Y. Then the natural counit

e ifF > F
for the adjunction between f; and f* is called the étale trace map for f.
Notation 2.5.11. We will often use the étale trace in the situation where we have fixed a ring of coefficients
A =Z/nZ. In this case, we denote the map tr‘?)A simply by tr'jct. Likewise, we denote trf}w@m by tr‘?(m).
Lemma 2.5.12. Let f: X — Y be an étale morphism of locally noetherian analytic adic spaces and let

F € Ab(Yy) be an abelian sheaf on' Y. Then the étale trace map is compatible with compositions, pullbacks,
and relative analytifications (in the sense of Theorem 2.5.6 (2), (3), (7)).

Proof. The compatibility under compositions follows from the compatibility of counits of adjunctions with
compositions (see e.g. [Lur24, Tag 02DS]). Now we show the compatibility under pullbacks. Let

X 9, x
T
y — 45y

be a pullback diagram of locally noetherian adic spaces in which f and f’ are étale. Thanks to [Hub96,
Prop. 2.5.5] and the observation that the étale trace commutes with taking stalks, it suffices to check that
g* try agrees with try after passing to stalks at each geometric point £ of Y’. Therefore, we can assume
that the morphism g is of the form Y’ = Spa(C’,C'") — Y = Spa(C,C™) for some algebraically closed
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nonarchimedean field C' and C’ and a faithfully flat morphism C*t — C’" of open bounded valuation subrings.
Furthermore, in this case, it suffices to show that I'(Y’, g* trff) = I‘(Y’,tr?/). The claim is local on X,
so we can assume that X = Spa(4, A") is affinoid. Then [Hub96, Lem. 2.2.8] implies that X is an open
subspace inside a finite étale Y-space X. Since C is algebraically closed, we conclude that X is a finite
disjoint union of copies of Y, so we can assume that f: X — Y is an open immersion. If f is an isomorphism,
the claim is obvious. If f is an open immersion that does not meet the closed point of Y, we see that

(Y, g" trf) =0 =T (Y, tr5)). m
3. CYCLE CLASSES

In this section, we develop a theory of cycle classes in analytic adic geometry. The cycle class considerations
will be an important technical tool for verifying properties of the analytic trace in Section 5. Furthermore,
they will be absolutely crucial for our “diagrammatic” approach to Poincaré duality (see Section 6.4).

Our approach closely follows its algebraic counterpart developed in [SGAJ‘%] in the case of divisors, and in
[Fuj02, § 1] in the case of lci immersion of higher codimension.

3.1. Cycle classes of divisors. The goal of this subsection is to define the cycle class in the case of divisors.
In later subsections, we will generalize this construction to higher codimensions as well.

We refer the reader to [Zav24d, § 5] for the definition and basic properties of effective Cartier divisors in
analytic adic geometry.

Throughout this subsection, we fix a locally noetherian analytic adic space X, an integer n € O% (we do
not assume that n is invertible in O%), and set A = Z/nZ.

3.1.1. Construction of cycle classes. The goal of this subsection is to construct a class cfx (D) € H% (X, uy)
for any effective Cartier divisor D C X. In order to start the construction, we will need the following explicit
characterization of (local) étale cohomology of G,,:

Lemma 3.1.1. Let X be a locally noetherian analytic adic space, and D a Zariski-closed subspace with the
open complement U. Then there are functorial identifications
HY (X, G,,) ~ Pic(X),
Hp(X,G) ~ {(L£,9) | £ a line bundle on X, : Oy = £|U}/ ~.

Proof. The first claim follows from [Hub96, (2.2.7)]. Then the second statement follows from the argument
identical to that of [Ols15, 2.13] (and it is essentially formal). O

For the following discussion, we fix an effective Cartier divisor i: D < X. Our current goal is to leverage
Lemma 3.1.1 and the Kummer exact sequence to define the cycle class c¢lx (D) € H% (X, u,). We start with
the following definition:

Definition 3.1.2. The line bundle associated to D C X is Ox-module Ox (D) := (ker(Ox — i*(’)D))v. We
denote its dual by Ox(—D) ~ ker(Ox — i.0Op).
By definition, we have the following short exact sequence,
0— Ox(—D) = Ox — i,0p — 0.

By passing to duals, we get a canonical morphism Ox — Ox (D) which is an isomorphism over U := X \ D.
We denote the restriction of this morphism on U by

(3.1.3) ¢p: Oy = Ox(D)|,.
Lemma 3.1.1 implies that the pair (Ox (D), pp) defines a class [D] € HL (X, G,,). To get the (localized)
cycle class of D, we combine the above discussion with the boundary map
Sx: HH(X,G,,) = H(X, i)
coming from the Kummer exact sequence

0—>,un—>Gme—f">Gm—>0.
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More precisely, we give the following definition:

Definition 3.1.4. The (localized) cycle class clx (D) € H% (X, u,,) of an effective divisor D <y X is defined
to be dx([D]) € H%(X, 11n)-

Variant 3.1.5. Sometimes, it will be more convenient to think of the cycle class as a map
Clx(D): i*AD — Mn,X[2]~
Lemma 3.1.6 (Tranversal Base Change). Let

D—— D

L

x I, x

be a cartesian diagram of locally noetherian analytic adic spaces such that the vertical arrows are effective
Cartier divisors. Then f*clx (D) = clx:/(D') € H3, (X', ).

Proof. The boundary map coming from the Kummer exact sequence commutes with an arbitrary base change.
Therefore, it suffices to show that the pair (Ox (D), ¢p) pullbacks to the pair (Ox/(D’),¢p). This follows
from [Zav24d, Lem. 5.8]. O

Now we show that our construction of cycle classes is compatible with the algebraic construction in [SGA4%,
Cycle, Def. 2.1.2].

Lemma 3.1.7. Let S = Spa(A, AT) be a strongly noetherian Tate affinoid, let X be a locally finite type
A-scheme with the relative analytification X/ (see Construction 2.5.4), and let D C X be an effective
Cartier divisor. Then the natural comparison morphism'?

¢y Hh(X, ) — Hppunys (X, 1)
sends clx (D) € HL (X, in) to clxan/s(D*5) € H2 | (X9, py).

Proof. Let [D] be the class in H}, (X, G,,,) corresponding to the pair (Ox (D), ¢p), where op: Oy — Ox (D)|U
is the algebraic counterpart of the isomorphism constructed in (3.1.3). Then we note that ¢fx (D) is defined as
0x ([D]), where dx is the boundary map in the algebraic Kummer sequence. Since the relative analytification of
the pair (Ox (D), pp) is isomorphism to the pair (O yan/s(D*/%), @ pan/s), we conclude that the natural map
cxss: HH(X,Gpn) = HL o (X*/5 Gy,) sends the class [D] to [D*/5]. Using the compatibility between
algebraic and analytic Kummer exact sequences, we conclude that

elanss (D) = Sxzunss (D)) = Sxanss (51D)) = ey (0x (ID]) = i s(etx (D)),

where we slightly abuse notation and denote by cx,s both natural comparison morphisms HL(X,Gn) —

Hpus (X5, Gy ) and HY (X, ) = HE,.06 (X5, p1,). O

3.1.2. First Chern classes. In this subsection, we define the first Chern classes of line bundles. Although our
discussion is essentially just a variant of Definition 3.1.4, it is convenient to treat this construction separately
since it applies to a more general setup.

More precisely, the goal is to define a class ¢;(£) € H?(X, u,,) for any line bundle £ on X. For this, we
recall that Lemma 3.1.1 ensures that H!(X, G,,) is canonically isomorphic to Pic(X), so the isomorphism
class of a line bundle £ defines a class [£] € H!(X, G,,). Now we combine it with the boundary map

6x: HY(X, Gp) = H*(X, 1)
to get the first Chern class of L:
Variant 3.1.8. The first Chern class ¢1(L) € H%(X, p1,,) of a line bundle £ on X is defined to be dx ([£]) €
H2(X, ).

2Here, we implicitly use [Zav24d, Cor. 6.5] (see also [GL21, Prop. 5.5]) that guarantees that D*»/S ¢ X30/5 is an effective
Cartier divisor
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Remark 3.1.9. Let D C X be an effective Cartier divisor, and ¢: H% (X, u,) — H?(X, p1,) the natural
morphism. Then ¢(clx (D)) = ¢1(Ox (D)) as can be directly seen from the construction.

Remark 3.1.10. The formation of the first Chern class commutes with base change along arbitrary morphisms
of locally noetherian analytic adic spaces f: X’ — X. The proof is analogous to that of Lemma 3.1.6 and
boils down to the equality f*[£] = [f*£] € H2(X, uy,).

Now we show that the analytic first Chern classes are compatible with the algebraic first Chern classes:

Lemma 3.1.11. Let S = Spa(A, AT) be a strongly noetherian Tate affinoid, let X be a locally finite type
A-scheme with the relative analytification X*/°, and let £ € Pic(X). Then the natural comparison morphism

C?(/S: H2(Xv :un) — HQ(Xan/S’/Jn)
sends c1(L) € H*(X, pin) to e1(cy/aL) € H2(X2/5 1,).

Proof. The proof is essentially identical (and, in fact, easier) to that of Lemma 3.1.7. We leave details to the
interested reader. O

3.2. Projective bundle and blow-up formulas. In this subsection, we prove the projective bundle and
blow-up formulas. This will be the crucial ingredient in the extension of (localized) cycle classes from the case
of divisors to the case of general lci immersions Y C X.

Throughout this subsection, we fix a locally noetherian analytic adic space X, an integer n € O, and set
A :=7Z/nZ.

3.2.1. Projective bundle formula. The main goal of this subsection is to prove the projective bundle formula.
For this, we fix a vector bundle £ on X of rank d 4+ 1 and consider the associated projective bundle

f:P=Px(€)—> X
with the universal line bundle Op,x (1); see [Zav24d, Def. 7.11] for the precise definition of Px (&) in the

context of adic spaces.

Construction 3.2.1. The first Chern class ¢; (O(1)) € H?(P, u,,) defines a morphism Ap — p,[2]. After
twisting, this becomes a morphism
e Ap(=1)[-2] = Ax.

By the (f*,Rf.)-adjunction, this defines a morphism

e Ax(=1)[=2] = RfiAp
Using the multiplicative structure on Rf,Ap coming from the cup-product map, we get a morphism

ci: Ax(=k)[-2k] = RfAp
for any k > 0.

Proposition 3.2.2. (Projective Bundle Formula) Let £ be a vector bundle on X of rank d + 1. Let
f: P=Px(E) = X be the associated projective bundle. Then the natural morphism

d d
v=Ect: PAx(—i)[-2i] - REAp
=0 =0

s an isomorphism.

Proof. By [Hub96, Prop. 8.2.3 (ii)], R{f.Ap is overconvergent for all i > 0. Therefore, it suffices to show
that + is an isomorphism over geometric points of rank-1. Since first Chern classes commute with arbitrary
base change (see Remark 3.1.10) and the formation of Rf,Ap commutes with taking stalks (see [Hub96,
Prop. 2.6.1]), it suffices to prove the claim under the additional assumption that X = Spa(C,O¢) for an
algebraically closed nonarchimedean field C. Then P algebraizes to a projective space P*& = P%,. Therefore,
the result follows from its algebraic counterpart established in [SGA5, Exp. VII, Th. 2.2.1] as well as the
comparison results [Hub96, Th. 3.7.2] and Lemma 3.1.11. O
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3.2.2. Blow-up formula. In this subsection, we discuss the blow-up formula in the context of adic spaces. We
refer to [Zav24d, Def. 5.3| for the discussion of lci immersions in the context of adic spaces (see also [GL21,
Def. 5.4]) and to [Zav24d, Def. 7.11] for the definition of a blow-up.

We fix a locally noetherian analytic adic space X with an lci immersion i: Z < X of pure codimension
c. Let Tz be the coherent ideal sheaf of the Zariski-closed immersion i. Define the conormal bundle to be
Nz x ==1I5/TI%; this is a vector bundle'” over Z of rank c¢. We consider the blow-up morphism

7 X =Blz(X) > X
and define the exceptional divisor via the formula
E = Proj P T3/ ~ Pz(Nzx).
n>0

Similarly as in algebraic geometry, one checks that E is naturally an effective Cartier divisor in Blz(X) and
that Og(—E) ~ Og,(1).

In order to compute cohomology of the blow-up, we will need to use the construction of cup products in
local cohomology. For this, we recall that given a Zariski-closed immersion i: Z < X and F,G € D(Xg; A),
there is a canonical morphism

wr, g: i*F @F Ri'G = Ri'(F ol g),

which is adjoint to i, (i* F @ Ri' g) —— FeliRi'g =25 et Falg.

Construction 3.2.3 (Cup product in local cohomology). (i) Leti: Z < X be a Zariski-closed immersion
and let F,G € D(Xg; A). Then, for each integers ¢ and j, there is a functorial map

—U—: H(Z,i*F) @ H,(X,G) - H}V (X, F oL G)
defined as the composition

H(Z,i"F) @ H)(X,G) ~ Hom (A, i* Fli]) ® Hom(A, Ri'gj]) L2220,

wr,Ggo

Hom (A4, i* F[i] " Ri'G[j ) —— Hom(AZ7Rz (FR" Q)i+ 4]) ~ Hi+j(X Falg).

(ii) Let 41: Z1 < X, is: Zs — X be two Zariski-closed immersions, let i: Z = Z; Xx Zs < X be their
intersection, and let 7,G € D(Xg; A). Then, for each integers ¢ and j, there is a functorial map

—U-—: HlZl(XvJT:) ® HJZZ(Xag) - H7;Z+j(Xa]:®L g)
defined as the composition

i (X, F) @ HY, (X,G) ~ Hom(ir .A,, F[i]) ® Hom(ia,. A, G[j]) (s RN

Hom (i1 A, ©" ia,.A,, Fli] ©F Gljl) = Hom(i.A 4, F &F fi + j)) = Hy (X, F o §),
where the third map is given by precomposing with the inverse of the Kiinneth formula isomorphism
i1y, @ oAy, iy
Convention 3.2.4. We denote by ¢/ (—F) the cohomology class —cl(E) € H%, ()Z', A(1)).

Proposition 3.2.5. (Blow-up Formula) Let Z — X be an lci immersion of pure codimension ¢ and let
m: X — X be the blow-up of Z in X. Then there is a canonical isomorphism

c—1
a: U (Z,A(c—i)) @ HY (X, A(e)) — HE (Blz(X), Ac))

i=1
given by the formula

Z% Tty

13This uses the lci assumption.
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where E C Blyz(X) is the exceptional divisor of the blow-up and the product ; ~c€)}(fE)i is from Construc-
tion 3.2.5.
Proof. The proof is a formal consequence of the projective bundle formula and the excision sequence. For

example, the proof of [Fuj02, Lem. 1.1.1] applies verbatim in this context. O

3.3. Higher-dimensional cycle classes. In this subsection, we extend the theory of cycle classes to arbitrary
Ici immersions of pure codimension by following the strategy taken in [Fuj02]. The case of effective Cartier
divisors was already treated in Section 3.1; the general case is reduced to this via certain blow-ups. Throughout
this subsection, we fix a locally noetherian analytic adic space X, an integer n € O%, and denote A := Z/nZ.

Let i: Z < X be an lci immersion of pure codimension ¢; our current goal is to define the (localized) cycle
class clx(Z) € HZ (X, A(c)). For this, we consider the blow-up

7 X =Bly(X) > X
with exceptional divisor E C X. Now Definition 3.1.4 provides us with a class
clg(—E) € Hy (X, A1),

while the blow-up formula from Proposition 3.2.5 implies that there is a unique monic relation of degree ¢
(3.3.1) clg(—E)°+Y e elg(—E) ™ =0 € H¥ (X, A(c))
i=1

with ¢; € H*(Z,A(i)) and c. € H¥ (X, A(c)).

Definition 3.3.2. The (localized) cycle class clx(Z) € Hy (X, A(c)) is the class ¢, € H¥ (X, A(c)) from
(3.3.1).
Variant 3.3.3. Similar to Variant 3.1.5, it will sometimes be more convenient to think of the cycle class as a

map
Cli = Clx(Z) Z*AZ — AX(C)[2C}

Lemma 3.3.4 (Tranversal Base Change). Let

7 — 7

L

x L x
be a cartesian diagram of locally noetherian analytic adic spaces (still with n € O% ) such that the vertical
arrows are lci immersions of pure codimension c. Then f*clx(Z) = clx/(Z') € HE (X', A(c)).

Proof. Let T and Tz be the ideal sheaves of the Zariski-closed immersions Z — X and Z’ — X', respectively.
Then [Zav24d, Lem. 5.8] implies that f*Zz ~ Zz/. Then [Zav24d, Rmk. 7.8] ensures that there is a natural
isomorphism
a: BlZ/<XI) L) Blz(X) X x X'.
Denote by E C Blz(X) and E' C Blz/(X’) the corresponding exceptional divisors. It is easy to see that «
restricts to an isomorphism «|, : E' 5 E xx X'. In particular, the cartesian diagram

EF— M F
| |
Bl (X') —— Bly(X)

is transversal. After unraveling Definition 3.3.2, the question then boils down to showing that the natural
morphism H% (Blz(X), p) — HE, (Blz/(X), pn) sends el (x)(E) to clpi,, x)(E'). This follows from
Lemma 3.1.6. 0

Now we study the behavior of cycle classes with respect to intersections.
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Definition 3.3.5. A collection of effective Cartier divisors {D;};=1,... . on X crosses normally if, for every

subset I C {1,...,c}, the (“scheme-theoretic”) intersection
D] = n Dl
iel

is an lci Zariski-closed subspace of X of pure codimension |I|.
Lemma 3.3.6. Let {D;};=1,.... be a collection of effective Cartier divisors on X which crosses normally. Let
Z = NerD; be their (“s cheme- theoretzc”) intersection. Then clx(Z) is given by the cup product

c

clx(Z) = | ] etx(Di) € HE (X, A(c)).

=1

Proof. We denote by D; = Blz(D;) C X = Blz(X) the strict transform of D; in the blow-up =: X = X.
Since Z C X is an lci Zariski-closed immersion, we see that D; and 7—*(D;) are effective Cartier divisors and
O (m71(D;)) = O%(D;) ® Ox(E). Therefore, we have an equality of cycle classes

clg(nH(Dy)) = cl5(Dy) + clg(E) € H2 .y ) (X, A(1)).

Now we consider the cup-product of all these classes to get

C c

(3.3.7) U (cz;((w—l(pi)) + cﬁ)}(—E)) = J etz (D)),

i=1 i=1
where the equality takes place in H%“;ﬂrl( D) ()? A(c)) =HE ()~( ,A(c)). Since the intersection of strict trans-
forms N¢_, D; = @ is empty, the product |J;_, ¢l (D;) factors through the natural morphism HZ (X, A(c)) =
0— H%C.;:ﬂ,l(Di)()N(,A(c)). In particular, we see that (J;_; cl5(D;) = 0. Hence, (3.3.7) simplifies to the

equation
C

Zaj (cé)? (m7 " (Dy)), ... elg (7t (Dc))> el (-E) T =0¢€ H% (X, A(c)),

j=0
where o; denotes the j-th elementary symmetric polynomial and o9 = 1. Therefore, Definition 3.3.2 directly
implies that

7 clx(Z) = o, (cﬁg (771 (D1)),...,cls (ﬂfl(Dc))> = U clz(nH(Dy)).

Thus, Lemma 3.1.6 ensures that
c (&
W*CEX(Z):UCZX U7r clx (D (U )
i=1 -1
Finally, Proposition 3.2.5 implies that c¢/x(Z) = |J;_, c¢lx (D;). O
Corollary 3.3.8. Let {D1,...,D.} be a collection of normally crossing effective Cartier divisors on X, and
let c1, co be two nonnegative integers with ¢y +co < c. SetY :=N1,D; and Z := ﬂfj”Di, giving rise to

natural Zariski-closed immersions Z —s Y < X. Then the following composition commutes:

iy, *(Clll)

iY,* (Z-L*AZ)

|

(iY © il)*AZ

iy, Ay (c2)[2¢2]

7Y (‘2)[2(’2]

Ax(e1+e2)[2(e1 + e2)]

<7

clivenr
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c1+c . . . .
Proof. Let us put W := N " | D;, resulting in a Cartesian diagram

zZ .y

N

w2 X.

Our assertion follows directly once we show that the following diagram commutes:

~

(3.3.9)

. . iy« (BC) PFiy . KM .
iy (11,58 ) S iy (iviw Ay ) —— ivly Qiw Ay ————— iz, Ay

cl;y, ®cl;
\ lw X YCI’LW lid e, NW l L,
Uy« C zl ®id
liy

iy« Ay (c2)[2¢2] <— iy Ay @ Ax(c2)[2¢2] —— Ax(c1 + c2)[2(c1 + ¢2)]

cliy (c2)[2c2]

The commutativity of (3.3.9) (as well as the meaning of KM, PF, and BC) expressing the factorization of
Kiinneth map in terms of the projection formula and the base change map is explained in Lemma 6.3.8, whose
proof is independent from the rest of our paper. The left triangle commutes by virtue of Lemma 3.3.4, whereas
the upper right triangle commutes thanks to Lemma 3.3.6. The rest part is easily seen to be commutative. [J

Remark 3.3.10. One can adapt the proof of [ILO14, Exp. XVI, Th. 2.3.3] to show that, more generally, for

an lci immersion Z < X of pure codimension ¢ and an lci immersion Y <> Z of pure codimension ¢, the
diagram

i (ehy) —s i (A4 ()[2e)

J{Z J{Cli(c')[2c']
(10 )by % Ax(ct)[2(c+ ).

commutes. We do not prove this claim as we never use it in this paper.

3.4. Comparison with algebraic cycle classes. Throughout this subsection, we fix a strongly noetherian
Tate affinoid S = Spa(A4, A1), a locally finite type A-scheme X, an integer n € AX, and denote A = Z/nZ.
Recall that [SGA4%, Cycle, Def. 2.1.2] defines a cycle class

GKX(D) € H%)(qun)

for any effective Cartier divisor D C X. This definition has been extended to general lci closed subschemes
Y C X of pure codimension ¢ by Gabber in [Fuj02, Def. 1.1.2]. So loc. cit. defines the cycle class

clx(Y) € H¥ (X, A(c)).

The main goal of this subsection is to show that this construction is compatible with Definition 3.3.2 via the
relative analytification functor from Construction 2.5.4.

For this, we recall that [Zav24d, Cor. 6.5] (see also [GL21, Prop. 5.5]) ensures that, for an lci immersion
Y C X of pure codimension ¢, the relative analytification Y25 < X2"/5 ig also an lci immersion of
pure codimension c¢. Therefore, Definition 3.3.2 applies to this situation, providing us with the cycle class

clxanss (Y/S) C HE, o (X225 A(c)).

Lemma 3.4.1. Let X and Y be locally finite type A-schemes and let Y C X be an lci immersion of pure
codimension c. Then the natural morphism

st HE (X, A() — HE. s (X5 M)

sends the algebraic cycle class clx(Y) to the analytic cycle class clyanss(Y*/5),
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Proof. We recall that [Zav24d, Lem. 7.14] provides an isomorphism between the analytification of the algebraic
blow-up and the analytic blow-up

a: Bly (X)™/9 ~ Blyan,s(X™/S)

that restricts to an isomorphism of exceptional divisors. Thus, after unraveling the definitions and using
the compatibility of the first Chern classes from Lemma 3.1.11, the question boils down to showing that the
natural morphism

cBly (x)/s: HE(Bly (X), ) — H2Ean/S(B1Y(X)an/Sul~'L’n)

sends clp), (x)(E) to CZBIY(X)M/S(E&“/S), where F is the exceptional divisor of Bly (X). Therefore, we may
and do assume that Y = D C X is an effective Cartier divisor. Then the result follows from Lemma 3.1.7. [

3.5. Cycle class of point. In this subsection, we discuss a variant of Definition 3.3.2 that takes values
in compactly supported cohomology groups. Throughout this subsection, we fix an algebraically closed
nonarchimedean field C, an integer n € C*, and set A := Z/nZ.

Recall that, for every taut, separated, finite type adic C-space X and every complex F € DT (Xg; A),
[Hub96, Def. 5.4.4] defines the compactly supported étale cohomology complex RI'.(X, F). Now suppose that
X is a rigid-analytic space over C' of equidimension d. Let 2 € X (C) be a classical point of X. Then [Zav24d,
Cor. 5.11] implies that i: {x} — X is an lci immersion of pure codimension d. Thus, Definition 3.3.2 provides
us with the cycle class ¢fx (z) € H2%(X, A(d)). Now since  is proper over Spa(C, O¢), the RI'.(X, —)-functor
applied to the counit morphism

iRi'Ax (c) — Ax(0)
yields a morphism
RI', (X,A(c)) — RFC(X,A(C)).
In particular, this induces a canonical morphism
(3.5.1) H2°(X, A(c)) — H2°(X, A(c)).

Definition 3.5.2. In the situation above, the (compactly supported) cycle class clx(x) € H2® (X, A(c)) is the
image of clx (z) € H2°(X, A(c)) under the morphism

H2¢(X, A(c)) — H2(X, A(c))
from (3.5.1).

The main result of this subsection is that the compactly supported version of the cycle class of a point
behaves well with respect to étale morphisms and Zariski-closed immersions. We begin with the case of étale
morphisms:

Lemma 3.5.3. Let f: X — Y be an étale morphism between smooth separated taut rigid-analytic spaces over
C of equidimension d. Let x € X(C) be a classical point. Then the natural morphism

H2 (X, A(d)) — H24(Y, A(d))
sends clx () to cly (f(x)).

Proof. We first consider the case of an open immersion f: X < Y. In this case, the claim follows from the
following commutative diagram:

H2Y (X, A(d)) «=— H7{,) (Y, A(d))

J |

HZ (X, A(d)) —— H2Y(Y, A(d))

Now we treat the general case. The case of open immersions implies that, for the purposes of proving the
statement, we may replace X with any open neighborhood of x and Y with any open neighborhood of f(x).
Therefore, we can first reduce to the case when X and Y are affinoids. Then [Hub96, Cor. 1.7.4] implies that
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f is quasi-finite. Thus, [Hub96, Lem. 1.4.7, Lem. 1.5.2 (f)] imply that we can further localize to the case of a
finite étale morphism f.
Choose a pseudo-uniformizer w € O¢. We have

O3 s P} = h(1(@)" [%} =G,

w

—

where (—) stands for the w-adic completion (see e.g. [Sch12, Prop. 2.25] or [Bhal7, Prop. 7.5.5 5]). Since
(’);5’ @) is w-henselian (as a colimit of w-complete, hence w-henselian rings), [GR03, Prop. 5.4.53| implies
that

Oy f(a)ge = Cret-
In particular, any finite étale Oy, ;(,)-algebra is split. Therefore, a standard approximation argument implies

that, after passing to an open neighborhood of f(x), we can assume that X = |_|?=1 Y. Then, by passing to a
neighborhood of z, we can assume that X =Y. In this case, the claim is obvious. O

Lemma 3.5.4. Let X and Y be smooth separated taut rigid-analytic spaces over C of equidimension dx and
dy respectively. Let i: X — Y be a Zariski-closed immersion, and let x € X (C) be a classical point. Then
the morphism

H2X (Y, cly(dx)) : H2 (X, A(dx)) — H2 (Y, A(dy))
sends clx(x) to cly(x).

Proof. Lemma 3.5.3 implies that we can replace Y with any open subspace z € U C Y (and X with X N U).
Therefore, we can assume that there is a collection of normally crossing (in the sense of Definition 3.3.5)
effective Cartier divisors {Dy, ..., Dgy, } on Y such that X = N% "X D; and {2} = N, D;. Then the result
follows automatically from Corollary 3.3.8. O

4. RIGID-ANALYTIC CURVES

In this section, we study some properties of smooth rigid-analytic curves over an algebraically closed
nonarchimedean field. These results will be crucial in the construction of the trace map in étale cohomology.

Throughout this section, we fix an algebraically closed nonarchimedean field C. We denote its ring of
integers by O¢, its maximal ideal by mg C O¢, and its residue field by ko := O¢/me. We also choose a
pseudo-uniformizer w € O¢.

4.1. Geometry of curves. In this subsection, we collect some results about the geometry of rigid-analytic
curves. In particular, we recall that smooth (quasicompact and separated) rigid-analytic curves behave
similarly to algebraic curves. We also discuss that rigid-analytic curves often admit particularly nice formal
models.

Definition 4.1.1. A rigid-analytic C-space X is a rigid-analytic C-curve if X is of pure dimension 1 (in the
sense of [Hub96, Def. 1.8.1]).

We start with a technical lemma that will be handy in a number of situations later in this paper.
Lemma 4.1.2. Let f: X — Y be a finite morphism of smooth rigid-analytic curves over C. Then f is flat.

Proof. Without loss of generality, we can assume that both X and Y are affinoid. In this situation, f: X =
Spa(B, B°) — Y = Spa(A, A°) is induced by a finite morphism f#: A — B of K-affinoid domains.

Then it suffices to show that, for every maximal ideal m C B with the pre-image n := f# ~!(m) (this prime
ideal is automatically maximal), the natural morphism A, — By, is flat. Now [Hub96, Lem. 1.8.6 (ii)] and
[FK18, Th. I1.10.1.8] implies that dim A, = dim By, = 1. Furthermore, [FvdP04, Th. 3.6.3] ensures that A,
are By, are regular local rings. Therefore, flatness of A, — By, follows directly from Miracle Flatness (see
[SP24, Tag 00R4]). 0

Now we discuss formal models of rigid-analytic curves over C. We start with the following definition of
semi-stable formal O¢-curves:


https://stacks.math.columbia.edu/tag/00R4
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Definition 4.1.3. We say that an admissible formal O¢g-scheme 2 is a semi-stable formal O¢-curve if the
special fiber has pure dimension 1 and for any point « € £, either the structure map f: 2" — Spf(O¢) is
smooth at x, or there is a pointed affine formal Og-scheme (Spf A, y) such that there exists a diagram of
pointed formal schemes

(Spf A,y)
h
/ \ Oc (S, T>
(2 <Spf( ,{u,0 O}>
\ /

(Spf O¢, u),
where u is the only point of |[Spf O¢|, g and h are étale morphisms, and a, € mc.

Remark 4.1.4. A semi-stable formal O¢g-curve 2 is rig-smooth if and only if all a, in Definition 4.1.3 are
non-zero.

Our next goal is to discuss formal models of (smooth) rigid-analytic curves in more detail. We start with
the following algebraization result that seems difficult to find in the existing literature:

Lemma 4.1.5. Let 2 be a finitely presented proper formal Og-scheme such that the special fiber Z is
of pure dzmenszon 1. Then there is a finitely presented projective Oc-scheme X and an O¢-isomorphism
X~ Z, where X is the w-adic completion of X. Furthermore, if & is admissible (resp. rig-smooth), then X
is Oc-flat (resp. X, is C-smooth).

Proof. First, we note that [SP24, Tag 09NZ] implies that the special fiber 2 admits an ample line bundle
Ls. Then a standard approximation argument implies that we can find a pseudo-uniformizer 7 € O¢ such
that 2o = 2 Xgpec 0 Spec O¢/(m) admits a line bundle £y such that its restriction Lo is isomorphic to

L. Furthermore, [SP24, Tag 0D2S] implies that £y is automatically ample.

Now, for each integer n > 0, we denote by 2, the O¢/n"!-scheme 2 xgpr o, Spec Oc /(7" 1). Then
[SP24, Tag 0C6R] and vanishing of H?(%25,, 7" O, ,) imply that Pic(.2;,) — Pic(2,_1) is surjective for any
n > 1. Therefore, we can find a compatible sequence of line bundles £,, on 2, such that £n| 7, Lo_1.

|2,

By passing to the limit, we get a line bundle £ on 2" such that £|%O ~ Ly is ample. Therefore, [FK18,

Prop. 1.10.3.2] implies that there is a finitely presented proper O¢-scheme X with an isomorphism X~

Now suppose that 2" is admissible. We wish to show that X is then O¢g-flat. Choose an open subscheme
Spec A C X. Then [FGK11, Prop. 4.3.4 and Th. 7.3.2] imply that the map A — A is flat. Therefore, the map
A— Ax A[%] is faithfully flat. In particular, it is injective. Our assumption that 2" is admissible implies

that A is Oc-flat (i.e. has no w-torsion). Therefore, A — A x A[ZX] has no w-torsion as well. Thus, it is
Oc-flat.

Finally, we assume that 2 is rig-smooth. Then [Con99, Th. A.3.1] implies that there is an isomorphism
X~ Zy. Our assumption implies that X" is C-smooth. Therefore, X, is C-smooth due to [Con99,
Th. A.2.1]. O

Finally, we recall the following version of the semi-stable reduction for rigid-analytic curves. This result
will be crucial in our proof of Theorem 5.4.2:

Proposition 4.1.6.

(i) (JFM86, Th. 2]) Every irreducible quasi-compact separated rigid-analytic curve over C' is either affinoid
or proper;
(ii) (JLiit16, Section 1.8]) The category of smooth proper rigid-analytic curves over C' and the category of
smooth proper algebraic curves over C are equivalent;
(iii) ([vdP80, Th. 1.1]) Every smooth affinoid rigid-analytic curve X over C is an open subdomain of a
smooth proper rigid-analytic C-curve X.


https://stacks.math.columbia.edu/tag/09NZ
https://stacks.math.columbia.edu/tag/0D2S
https://stacks.math.columbia.edu/tag/0C6R
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(iv) Bvery pair X C X over C in (iii) arises as the rigid generic fiber of open immersions of admissible
formal Oc-schemes X C Z where Z is a semi-stable formal O¢-curve;

(v) In particular, every smooth quasi-compact separated rigid C-curve admits a semi-stable formal model
over O¢;

(vi) For a proper and smooth C-scheme X of equidimension 1 and an integer n € C*, the natural
morphism RI'(X, pn) — RT(X?™, ) is an isomorphism.

Of course, [Hub96, Th. 3.7.2] guarantees that the conclusion of (vi) holds for any proper C-scheme X.
However, we prefer to give a different elementary argument below.

Proof. (i)- (iii) are stated and proven in the said references. (v) follows from combining (i)- (iv). Since we
did not find the exact statement (iv) in literature, we give a proof below.

By [Bosl4, Lem. 2|, we can find an admissible formal Oc-scheme 2~ and an open formal subscheme
X C Z such that the generic fiber of this immersion is equal to X C X. Now [Tem00, Cor. 4.4 and 4.5]
imply that 2" is automatically a proper admissible formal O¢-scheme, and [Zav24b, Cor. B.4] implies that
the special fiber 2 is of pure dimension 1. Therefore, Lemma 4.1.5 ensures that there is a projective, finitely

presented, flat Oc-scheme X such that X ~ 2. Furthermore, the generic fiber X, is C-smooth.
Now [Tem10, Th. 1.5] implies that there is an n-modification'* f: X' = X such that X is a semi-stable
~/

Oc-curve. We note that the completion X is a semi-stable formal O¢c-curve in the sense of Definition 4.1.3
(see, for example, [Zav24a, Lem. B.11]) and the morphism

~ =/ =
7 =% 5%~7
is a rig-isomorphism (see, for example, [Zav24a, Lem. B.8]). Thus, the inclusion X C X arises as the rigid
generic fiber of an open immersion f~1(2") C 2 where Z is a semi-stable formal O¢-curve.
Lastly we give a proof of (vi). Using [Zav23, Lem. 6.1.4 (2)] and [SP24, Tag 03RT], it suffices to show that
the natural morphism H*(X, u,,) — HY(X?, ,,) is an isomorphism for i < 2. We use [Zav23, Lem. 6.1.4 (3)],

[SP24, Tag 03RM], and the schematic and analytic Kummer exact sequence to reduce the question to proving
that the natural morphisms

H(X,G,,) = Ox(X)* — HY(X™, G,,) = Oxan (X*)* and
H'(X,G,,) = Pic(X) = H'(X* G,,) = Pic(X™)

are isomorphisms. Finally, we note that these maps are isomorphisms due to the rigid-analytic GAGA and
properness of X (see [FK18, Th. I11.9.4.1 and Cor. 11.9.4.4]) O

Now we end the subsection with a version of the Noether normalization result for semi-stable curves over
O¢. This result, in conjunction with Lemma 4.1.2 and Proposition 4.1.6, will be a very useful tool to reduce
questions about general smooth rigid-analytic curves to the case of the closed unit disc.

Lemma 4.1.7. Let 2 be a semi-stable proper formal Oc-curve, and let {x1,...,x,} be a finite set of
closed points in | 2| = | Zs| that meets each irreducible component of | Z°|. Then there is a finite morphism

AR f)}ﬁc such that f71({oo}) is set-theoretically equal to {x1,... ,z,}.

Proof. We first construct the map over the residue field kc. Since 2 is nodal, we know that there is an
effective Cartier divisor on % whose set-theoretic support is the set of nodes {z1,...,z,}. Its associated
line bundle £ is ample on Z because {z1,...,z,} hits every irreducible component of 2 (see [SP24, Tag
0B5Y]). Furthermore, £, comes with a canonical section 65 € L4(Z5) such that the vanishing locus V(d,) is
set-theoretically equal to {x1,...,2,}. Therefore, [Ked05, Lem. 6] ensures that there is an integer d and a

. . o827 . N .
section o € L¥4(Z;) such that the natural morphism O%? Lm0, £94 s surjective and defines a finite map
fs: Zs — P} such that the pre-image f; ' ({oco}) is set-theoretically equal to {z1,...,z,}. By replacing £,

with £&¢ (and § with §®¢), we may and do assume that d = 1.

Lpp n-modification is a proper morphism f: X' — X such that the generic fiber ?; is schematically dense in X and fn is an
isomorphism. This automatically implies that X is Oc-flat and f is finitely presented.
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Now a standard approximation argument implies that we can find a pseudo-uniformizer m € O¢ and a
line bundle Ly on Zy = Z Xgpr o, Spec O¢/(m) with two global sections sg and ¢ such that £0|%. ~ L,
60 z, = 687 (%] X
fo: Zo — P%ﬂc/(w)' By a standard deformation theory argument (see the proof of Lemma 4.1.5), we can

. s . Lo . .
= ay, and the natural morphism (9?%% 209, Ly is surjective and defines a finite morphism

lift £y to an ample line bundle £ on 2. Therefore, after replacing £ with its high enough power (and
replacing sections o and Jp with their powers as well), we can assume that H' (2, £) = 0. With this
cohomology vanishing, we can lift the sections dp and g to some sections § € L(Z") and « € L(Z") such that

) ‘ 2 = 0o and a| 2, = 0 Lastly, Nakayama’s lemma ensures these sections define a surjection (9%2 ot r
which, in turn, defines a finite morphism f: 2" — 13%% such that f| = f,. This implies that f7*({oo}) is
set-theoretically equal to {z1,...,z,}. O

4.2. Universal compactifications of curves. In this subsection, we study universal compactifications of
curves; cf. Appendix A. The description of universal compactifications obtained in this subsection will be an
important input in our construction of analytic trace maps in Section 5.

Lemma 4.2.1. Let f: X = Spa(B, B°) — Y = Spa(A4, A°) be a finite morphism of rigid-analytic affinoid C-
curves, inducing a finite morphism f¢: X¢ — Y of universal compactifications. Then f&~H(Y°\Y) = X\ X.
Proof. Clearly, f&~1(Y¢\Y) C X¢~ X. Therefore, it suffices to show that X¢~\ X C fo~1(Y°\Y).
Equivalently, it suffices to show that the natural morphism
j: X 52 X' =X Xy Y

is an isomorphism. Since X — X¢ is an open immersion, we conclude that j is an open immersion as well.
Since Oy<(Y°) >~ Oy (Y), Ox-(X¢) ~ Ox(X), and X, X¢, Y, and Y are all affinoids (see Lemma A.0.3),
we conclude that the natural morphism Ox/(X') ~ Oy (Y)®0,.(ve)Ox:(X¢) = Ox(X) is a topological
isomorphism.

Now Lemma 2.4.6 implies that f€¢ is a finite morphism, and so j is a morphism of finite adic Y-spaces.
Therefore, j is itself a finite morphism. Thus, [Hub96, Lem. 1.4.5 (ii)|] implies that topologically j is a closed
morphism, and so [Zav24c, Lem. B.6.14] ensures that j is a closed immersion. Therefore, [Zav24c, Cor. B.6.9]
and the established above isomorphism Ox/(X’) = Ox(X) implies that j is an isomorphism. O

Lemma 4.2.2. Let X = D! be a one-dimensional closed unit disc. Then X¢~ X consists of a unique rank-2
point xy. Furthermore, under the isomorphism X¢ = Spa (C(T), O¢c + Twme(T)) of Lemma A.0.3, the point
x4 comes from the valuation

vz, C(T) = (Te @ Z) u {0}
Vg, (Z anT"> = sgp{(\an\m)}.

Proof. First, Lemma A.0.3 implies that X¢ = Spa (C(T), O¢ + Tmc(T)). Therefore, [Hub93b, Prop. 3.9]
implies that
[Spa (C(T), Oc + Tma(T))| \ |Spa (C(T), Oc(T))| = [Spa (C[T], Oc + Tme[T])] s [Spa (C[T], Oc[T1)],

where we endow both O¢[T] and O¢ + Tme[T] with the w-adic topology. Therefore, the result follows
directly from [Conl5, L. 11, Ex. 11.3.14] or [Hub01, Ex. 5.2]. O

In order to get some intuition of how the valuation v,, works, let us do the following easy computation:

Example 4.2.3. By how it is defined, we see that v, (a,7™) < 1 is equivalent to either |a,| < 1 or |a,| =1
and n = 0. We also see that the subset of C(T’) defined by the condition v,, <1 is precisely O¢ + Tmc(T).

Lemma 4.2.4 ([Hub01, Lem. 5.12]). Let X be a separated, quasi-compact rigid-analytic C-curve with universal
compactification X — X¢. Then

(i) |X€ | X] is finite and discrete;

(i) each point x € | X N\ |X]| is a rank-2 point;



RELATIVE POINCARE DUALITY IN NONARCHIMEDEAN GEOMETRY 33

(iii) if X is affinoid, then | X°| \ |X| is non-empty.
Proof. (i) follows directly from [HubOl, Lem. 5.12]. For (ii), we first note that Lemma A.0.4 implies

—

that rkI'; > 1. Now [Hub96, Cor. 1.8.8, Cor. 5.1.14] imply that tr.c(k(xz)/C) < 1. Therefore, [Bou9s,
Ch. VI.10.3, Cor. 1] ensures that dimq(T,/Tc ®z Q) < 1. Therefore, [Bou98, Ch.V1.10.2, Prop. 3] implies
that rkT'y, <rkT'¢ + 1 < 2. This implies that k', = 2.

To see (iil), we note that [Hub96, Prop. 1.4.6] implies that X is not proper. Then [Hub96, Cor. 5.1.6]
ensures that X # X°¢. O

Given z € X with residue field k(z), we denote the associated valuation by v,: k(xz) — T',, U {0}. We
——h
slightly abuse the notation and also denote by v, : k(z) — I'y; U {0} the induced valuation of the henselized

——h

completed residue field k(z) (see [SP24, Tag 0ASK] for the fact that henselization does not change the value
group).

_——h
Our next goal is to study the henselized completed residue field k(z) for x € | X¢| ~ | X|. It turns out that
all these affinoid fields are curve-like in the sense of Definition 2.2.5.

Lemma 4.2.5 ([Hub01, Prop. 5.1]). Let X be a separated rigid-analytic C-curve and x a rank-2 point on
—h

—— +,h —— +,h
X¢. Then k(x) is a curve-like affinoid field and the secondary residue field k(x) — /mzk(z) =~ k(z)*/m,
is 1isomorphic to k¢.

——h ——h
Proof. By construction, k(z) is henselian. Therefore, it suffices to show that k(x) is defectless in every
finite extension, (I';)<; has a greatest element +,, and T',, is generated by I'c and ~,.
Now we note that the point z is of Type III in the sense of [Hub01, § 5, p. 184]. Therefore, [Hub01,

—h
Lem. 5.3 (i, ii, iii)] implies that k(z) is defectless in every finite extension, while [Hub01, Lem. 5.1 (iii)]
implies that (I';;) <1 admits a greatest element 7, and that it is generated by I'c and +,. Furthermore, loc.

— +,h — +h
cit. implies that k(z)  /mgk(z) =~ k(z)™/m, is isomorphic to kc. O

Lemma 4.2.6. Let X and x € X be as in Lemma 4.2.5, and let Tgen be the unique rank-1 generalization of
x. Then Tgen is weakly Shilov in the sense of [BH22, Def. 2.5].

Proof. Since xgen admits a proper specialization, it is of type II in the sense of [Hub01, § 5, p. 184]. Therefore,
[HubO1, Prop. 5.1 (ii)] implies that the secondary residue field of x4, has transcendence degree 1 over C.
Therefore, [BH22, Prop. 2.9] implies that xe, is weakly Shilov. O

Definition 4.2.7. Let X be a rigid-analytic C-curve and = a rank-2 point on X¢ with the corresponding

—h
valuation v, : k(x) — T’y U{0}. We define the reduction morphism #: 'y — Z to be the morphism from
Definition 2.2.8.

4.3. Relation to formal models. The main goal of this subsection is to give a geometric interpretation
of the reduction morphism from Definition 4.2.7 in terms of formal models, which follows essentially from
the discussion in [Hub01, pp. 199-200]; see also [Kob23] for a discussion in the setting of more general
quasi-compact, separated rigid spaces. We expand the argument here for the convenience of the reader. This
interpretation will play the key role in showing the compatibility of the analytic and algebraic trace maps (see
Theorem 5.4.2).

Before we discuss this interpretation, we need to recall the construction of the specialization morhpism:

Construction 4.3.1 ([Hub96, Prop. 1.9.1]). Let 2" be an admissible formal Og-scheme with generic fiber
X = Z,. Then we recall that X is equipped with a specialization morphism sp 4 : (X,0%) — (27,04)
that is universal among such maps from rigid spaces. This construction is affine local on 2°; when 2" =
Spf(Ap), then 2, = Spa(Ao[é},Ao[é]o) and sp 4 sends a valuation v: Ao[é] — I', to the prime ideal
v~ YTy <1) N Ag C A, which is open due to continuity of v.

When there is no risk for confusion, we also often write sp instead of sp 4-.

We now discuss the behaviour of the specialization map at some specific class of points of X:
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Lemma 4.3.2. Let 2 be an admissible formal Oc-scheme with reduced special fiber, and let { € | Z5| be a
generic point in the special fiber. Then
(i) sp~1(¢) consists of a unique point z;
(ii) the local ring Og ¢ is a rank-1 valuation ring which is w-adically separated and w-adically henselian;
(iii) the natural morphism Og ¢ — k(z)1 is an isomorphism;
(iv) the ideal mgOg ¢ is the mazimal ideal of O g ¢;
v) the natural morphism of value groups T'c — T, is an isomorphism.

(

Proof. We first show (i). For this, we recall that the underlying topological space of Z;, is given by
|25 =~ limg_, 9| 2|, where the limit is taken over all admissible blow-ups 27/ — 2 (see [ALY22,
§ 2.2] or [FK18, Th. I1.A.4.7]). Furthermore, the specialization morphism is given simply by the projection
sp: | 2| ~limg 9| 2| — | Z|. Therefore, it suffices to show that, for any admissible blow-up f: &/ — %,
there is a dense open subset % C % such that f is an isomorphism over % . This follows directly from
[Zav24b, Cor. B.14].

Now we note that [ALY22, Lem. A.2 (a)] implies that 2" is p-normal in the sense of [ALY22, Def. A.1].
Therefore, (ii)- (iii) follow from the combination of [ALY?22, Def. A.11, Lem. A.12, and Prop. A.15]. We note
that (iv) follows from the observation that Og /mcOg ¢ ~ Og, ¢ is a field because ¢ is a generic point of
Zs.

Finally, we show (v). The question is Zariski-local on 2, so we can assume that 2 = Spf Ay is affine,
smooth, and connected (thus, irreducible). Put A = Ay [é], then [Liit16, Prop. 3.4.1] and the assumption
that C' is algebraically closed imply that A° = Ag and A°° = mgA° = mgAg. Therefore, A°/A°° = Ag/mc Ay
is an integral domain, and so [BGR&84, Prop. 6.2/5] implies that the supremum semi-norm |.|syp: A = T'cU{0}
is a valuation'® of A. The supremum norm is bounded on A° due to [Bos14, Th. 3.1/17] and is continuous
due to [Conl5, L. 9, Cor. 9.3.3 (2)], thus it defines a point 2’ € Spa(A, A°) = 2. Now [Bosl4, Cor. 3.1/1§]
implies that ||} (Te,<1) = A°° = mgA°. Therefore, we conclude that sp(z’) = ¢. So (i) ensures that z = 2.
Then I', =T',» = I'c¢ by the very construction. O

Lemma 4.3.3. Let 2" be a quasi-compact admissible separated formal Oc-scheme, then its rigid generic fiber
X is separated and taut over Spa(C,O¢). Let x € | X°| \ | X| with its unique rank-1 generalization Tgen € X.
Then sp(Zgen) € Z5 is not a closed point.

Proof. By [BL93, Prop. 4.7], we know that X is separated. Since 2" is quasi-compact, we conclude that X is
quasi-compact. Since it is also separated, [[Tub96, Lem. 5.1.3 (ii)] implies that it is taut. All rank-1 points on
| X¢| already lie on | X| thanks to Lemma A.0.4.

Let us show the last statement, suppose to the contrary that sp(zgen) is a closed point. Let % be an
affine open neighborhood of sp(zgen), let U = %, be its generic fiber, and let j¢: U® — X ° be the morphism
induced by the natural open immersion j: U — X. Then [Hub96, Cor. 1.3.9] implies that {zgen} C U°, where
the closure {zgen} is taken inside X°. This implies that « lies in U®, so we can replace 2 with % to assume
that 2" = Spf Ay is affine.

In this situation, we put A := Ay[l/w]. We see that X = Spa(A4, A°) and Lemma A.0.3 implies that

—

+
X¢ = Spa(A, Oc[A°°]T). Then the point x (resp. Zgen) defines a continuous morphism r,: Oc[A%°]T — k(z)

—— +
(resp. rgen: A° — k(Zgen) ). We note that [Hub96, Th. 1.1.10] implies that k(xgen) is a rank-1 valuation

_— + — +
ring and that Frac (k(xgen) ) = Frac (k(:c) ) Thus, the specialization relation Zgen ~>  can be realized as

the commutative diagram:

—

OclA°)T — k(z)

| [

— 4+

A — T E(2gen) -

15Here, we implicitly use that C is algebraically closed, [BGR84, Obs. 3.6/10], and [Bos14, Prop. 3.1/16] to ensure that the
value group of the supremum semi-norm is equal to I'c.
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— + — +
Since rgen is continuous, we conclude that ree, (w) is a pseudo-uniformizer in k(zgen) . Since k(zgen) isa

—— + —
rank-1 valuation ring, we conclude that mck(zgen) = Mgen is the maximal ideal of k(2gen) . Therefore, we
see that our assumption on sp(x) implies that the map of kc-algebras

_—— + — 4+ _— +
Tgen| 4, modmecAg: Ao/(me - Ag) = k(Tgen) /Mgen = k(ZTgen) /(Mck(ZTgen) )

— 4
factors through the natural morphism k¢ — k(Zgen) /Mgen. Since mge, and O¢ lie in k(z) (see [Mat89,
— + —
Th. 10.1] for the former claim), we conclude that the image of Ay — k(zgen) lies inside k(z) . Finally, we
— +

— + —F
use [BGR&4, Prop. 6.3.4/1] and the fact that k(z) is integrally closed in Frac(k(z) ) = Frac(k(zgen) ) to

—

— 4 +
conclude that the morphism 7ge,: A° — k:(xgen) factors through k(z) . This contradicts the assumption
that z € | X°| | X]. O

Finally, we are almost ready to discussed the promised above relation between Definition 4.2.7 and formal
models. But before we do this, we need to recall the following two lemmas:

Lemma 4.3.4. Let k° be a rank-1 valuation ring with fraction field k, and let k be the completion of k
(with respect to the valuation topology). Let V(k,k°) (resp. V(k,k°)) be the set of valuation rings A on k
(resp. valuation rings B on k) such that A C k° (resp. B C k°). Then the map

V(k, k°) = V(k, k°)
(ACK°) s (ACEK°),
is a bijection with the inverse given by
(BC k)~ (BNkCE°).

Proof. In this proof, we denote by m the maximal ideal of k° and choose a pseudo-uniformizer m € m. Then
we note that [BV18, Lem. 1(iii)| implies that k° = k°. Since k°/(w) ~ k°/(nw) (see [SP24, Tag 05GG]|), we
conclude that m is equal to the maximal ideal of k°. Now [Mat89, Th. 10.1] implies that V(k, k°) and V(k, k°)
are both in bijection with the set of valuation rings R C x = k°/m ~ k°/m. Furthermore, both bijections are
realized by taking the pre-image of R along the reduction morphism £° — x or k° — .

Therefore, we are only left to show that the composite bijection V(k, k°) — V(k, k°) is given by taking the
m-adic completion, and the other composite bijection V(k, k°) — V(k, k°) is given by taking the intersection

with k. The first claim follows from the fact that, for any A € V(k, k°), we have'® A/m ~ A\/ﬁi The second
claim can be easily seen by unravelling the definitions. O

Lemma 4.3.5 ([Hub96, Lem. 1.3.6 i)]). Let X be an analytic adic space, y € X a point, v € X a
generalization of y inducing the morphism v: k(y) — k(x) of residue fields. Then there is a unique valuation
ring Ay—z C k(z)T such that .1 (Ay—.) = k(y)T. Furthermore, the natural morphism

+ ~
k(y) — Aysa

is an isomorphism.

—_

Proof. This follows directly from Lemma 4.3.4 and the observation that k(z) ~ k(y) [Hub96, Lem. 1.1.10 iii)].
g

Now we get to the promised geometric interpretation of the reduction morphism from Definition 4.2.7 in
terms of formal models.

Lemma 4.3.6 ([Hub01]). Let 2" be a quasi-compact admissible formal Oc-scheme such that the special fiber
Zs 15 a reduced separated scheme of pure dimension 1. Let Z.F be a schematically dense compactification
of Zs, and let v: L™ = XS be its normalization. Let X := Z;, be the rigid generic fiber of &~ with its
universal compactification X€¢. Then:

16We note that [Mat89, Th. 10.1] implies that m C A.
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(i) For any generic point ( € 2 with z = sp~1({), there is a bijection
pe: {2} = Y|
between points of the clﬁure @ of z in X¢, and points of the corresponding connected component
Y. C 25" wheny € {z}NX, then v(pe(y)) =sp(y).

ii) Let y € {z} be a specialization of z. Then the ring A,_., from Lemma /.5.5 is the preimage o
y—
Ogen i (y) under

k()T = Og ¢ = Oa, ¢ = Ogien ¢ = Frac(Ogeem )
where the first isomorphism comes from Lemma 4.3.2 (iii). In particular, k(y)* = Ay, Nk(y);
(ili) Under the identification of (ii), the map # o v, is the composition

Ordu((y)

)t = Ogren oy —s 7,

where ord,, (,y is given by order of vanishing at p¢(y) € ZL";
(iv) The bijections from (i) induce a bijection

p [ XN X = (2500 N 1250,

)

e ()

Proof. We note that Lemma 4.3.3 implies that X is separated and taut, so the universal compactification X¢
exists due to Theorem A.0.1.

(). Fix a generic point ¢ € Z;. Let Y C Z>™ be the corresponding connected component of Z.>" and
let z := sp;;(g) € X be the corresponding rank-1 point from Lemma 4.3.2 (i) with closure @ in X¢ By
Lemma 4.3.2 (iii), the natural map Oy ¢ — k(z)" is an isomorphism.

By sending y € {z} to A, . C k(2)T (see Lemma 4.3.5), the valuative criterion for properness [Hub96,
Lem. 1.3.6, Cor. 1.3.9] gives a correspondence between the points of {2} and valuations rings V C k(z)* such
that VN C = O¢. Now we note that [Mat89, Th. 10.1] and Lemma 4.3.2 (iii), (iv) imply that such valuation
rings are in bijection'” with valuation rings V on k(z)" /mck(z)t ~ k(Y¢) that contain ko = O¢/mc. Now
we apply [Bou98, Ch. VI, § 10.3, Cor. 2 and 3| to K = k¢ with the trivial valuation and K’ = k(Y;) to
conclude that any such V is either trivial or a discrete valuation. By the valuative criterion for properness for
the smooth proper curve Y¢, the natural map Speck(Y:) — Y extends uniquely to jg: Specf/ — Y¢; the
image of the closed point of Spec\~/ under ji is a closed point ug € Y¢(kc). Since the resulting map

(4.3.7) {discrete valuation rings ko C V C k(Ys)} — {u € Y¢(ke) closed}, V — uy

is a bijection (the inverse sends a closed point u € Y¢ (ko) to Oy, .), the result follows directly.

(i) and (iii) follow from chasing the construction in the proof of (i).

(iv). We fix a generic point ¢ € 2 and the corresponding rank-1 point z = sp~1({) € X. We start the
proof by showing the following claim:

Claim 4.3.8. A point y € {2} C X¢ lies in X if and only if uc(y) € X" C 25",

Proof. If y € {z} N X, then (i) implies that v(pe(y))=sp(y) € Zs. Therefore, uc(y) € 2.

Now we pick a point y € m C X such that uc(y) € 2. We wish to show that y lies in X.

We first treat the case when 2 = Spf A is an affine admissible formal Oc-scheme. In this situation,
X =Spa(A[L], AT), where AT is the integral closure of A in A[L]. Then y € X if and only if v, (A*) <1,
or equivalently v, (A) < 1. Now Lemma 4.2.5 and Lemma 2.2.6 imply that the valuation v, : A[%] — Ty has
value group I'y ~ I'c X Z. Now Lemma 4.3.2 (v) (applied to z) and the fact that z € X imply that, for every
a € A, the first coordinate vy(a) is less or equal to 1. Thus, we only need to show that # owv,(a) < 0 for every
a € A. By (iii), this is equivalent to showing that

(4.3.9) Ordug(y)(A/ch) > 0.

Explicitly, this bijection sends a valuation ring V C k(2)* to V = V/mgk(2)t C k(2)t/mck(2)T ~ k(Y;). Its inverse is
given by the map sending V' C k(2)T /mck(2)T to 7~ 1(V) C k(2)T, where 7: k(2)T — k(2)1/mck(2)7T is the natural projection.
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Under the bijection (4.3.7), (4.3.9) is equivalent to the condition that the image of A/mcA in kc(Ye) is
contained in the valuation ring Oy, . (y), 1., pc(y) € [ 2.

Now we explain how to reduce the case of a general 2" to the case of an affine 2". For this, we choose
some open affine formal subscheme % := Spf A C 2" that contains the point V(ﬂc(y)). By construction, %
also contains the point ¢ € |25 = |2Z|, so the generic fiber U := %, = sp~!(%,) contains the point z € X.
To clarify the notation later on, we denote the point z considered as a point of U by zy. Arguing as in the
proof of Lemma 4.3.3, we conclude that y € |U¢| \ |U|. The construction of p¢ in (i) is compatible with the
open immersion % — 2, so it suffices to prove the claim for % that was treated above. O

As a consequence, p¢ restricts to a natural bijection
pe: {23 0 (IXEI N IX]) = e N (1207 120D

By the last sentence of Lemma 4.3.3, we see that the disjoint union of the left hand side (where z runs
through all preimages of generic points of 2 under specialization map) is exactly |X¢| ~ |X|. Since
|X°| | X| is finite and discrete, we can combine the various (¢ for all generic points of 25 to a bijection
s | XO N XS (200 N |20 O

Remark 4.3.10. We note that Lemma 4.3.6 (iv) implies that a smooth point z € Zf \ % defines a unique
rank-2 point u, € X°~\ X such that sp(u,) = z. Likewise, a nodal point x € Z¢ \ % defines two rank-2
points v, w, € |X°| \ |X| such that sp(v,) = sp(w,) = z.

4.4. Relation to formal models: nodes. Given a quasi-compact rigid curve X with a (quasi-compact)
admissible formal model £°, Lemma 4.3.6 describes additional rank-2 points in |X°| \ |X| in terms of
“points at infinity” of the normalized special fiber Z.". In this subsection, we explain the role played by the
normalization, at least when 2" = Spf Oc(S,T) /(ST — 7) is a model rig-smooth semistable curve in the sense
of Definition 4.1.3.

We recall that w € O¢ is a fixed pseudo-uniformizer in O¢. For the rest of this subsection, we choose
another pseudo-uniformizer 7 € mg ~\ {0}.

A
Notation 4.4.1. We set R = (((ZS?T(?;) )?S T)> to be the w-completion of the (S, T)-adic henselization of

the standard rig-smooth semi-stable nodal curve. In particular (S,T,m¢ - R) is a maximal ideal in R. We
also set R = R?S,T,w) to be the (S, T, w)-adic completion of R.

Lemma 4.4.2. The natural map %cj(iff — R induces an isomorphism ?g%[f:)]] ~ R.

~ (%)[S,T] O¢[8,T) R = \h e,
Proof. We put R, = (S%fﬂisn,Tn) ~ (Swa,(fS”,T",w”)' Then Ty (R”)(S,T) due to [SP24, Tag

O0DYE]. The ring R, is already (5,T)-adically henselian due to [SP24, Tag OFOL|, so we conclude that
R, ~ 2. Therefore, we conclude that

(S7L7T7L7w7l) .
Oc[[S,T]] Oc[s, T] )/\ D . R D
~ ~limR, ~lim—— ~ R. O
(ST — 7) ((ST ")) srey o W (Sn T, o)
Lemma 4.4.2 implies that any element f € E[é] can be written uniquely as
f=ao+> b +> T
i>1 J>1

where ag, b;, c; are elements in C' such that {ag,b;,¢;; ¢ € Z>1} C C is a bounded subset. The two Gauss
Oc(8.T)
(ST—m)

norms on the annulus (Spf( ))17 extend to norms on E[é] in the following fashion:

Definition 4.4.3. Let f € E[%]
(i) The S-Gauss norm and T-Gauss norm of f are given by the following valuations:

| fls := sup{laol, |bi|, |cj - #’| | i > 1,5 > 1} and |f|r := sup{|ao], |b; - |, |¢;| [ i > 1,5 > 1}


https://stacks.math.columbia.edu/tag/0DYE
https://stacks.math.columbia.edu/tag/0DYE
https://stacks.math.columbia.edu/tag/0F0L

38 SHIZHANG LI, EMANUEL REINECKE, AND BOGDAN ZAVYALOV

(ii) We say that f is S-regular (resp. T-regular) if the supremum |f|s (resp. |f|r) is attained by an
element of the set. We say f is regular if it is both S-regular and T'-regular.
(iii) We denote the sets of S-regular (resp. T-regular, resp. regular) elements of R[ L] by R[ ]

i
R [;] T-reg’ Tresp. R[ ] reg)
To relate these norms to the classical Gauss norm, we need to introduce some further notation:

Notation 4.4.4. We set Rg := (Oc[S][$])4 and Rp = (Oc[T][#])%- Then we see that R admits two
ring-homomorphisms

Soreg (resp.

ﬂs: E—)Es and ﬂTt E*)ET
defined by the rule

Bs(ao—&—ZbS’—&—chT])—ao—i—ZbS’—i—ch St

i>1 j>1
Br (ao + Z blSl + ZCjTj) = ag + Z b; - ol + Zcﬂ”
i>1 i>1 i=1 i=1

By abuse of notation, we denote by Sg: E[%] — ﬁs [%] and by Or: E[%} — RT[ ] the natural morphisms
induced by 8s and S from above.

Remark 4.4.5. Let |—|: Rg — I'c U{0} be the classical Gauss norm > ez @iS?| = sup(|a;|). Then we have
the following equality N
|_|S = |—| ofs: R—T¢cU {0}

We say that an element f =Y. _, a;S* € Es[é] is regular if |f| = |a;| for some i € Z.

i€Z

To justify the name of the S- and T-Gauss norms, we make the following observations. First, both |—|g
and |—|7 are injective, submultiplicative, and satisfy the nonarchimedean triangle inequality. Therefore, they
do define norms on R (in the sense of [BGR84, Def. 1.2.1/1]). One can also check that S- and T-Gauss norms
are multiplicative by reducing the question to the Gauss norm on ﬁs and then approximating this norm with
the Gauss norms on the closed disks of radius r < 1. In this paper, we never use this multiplicativity, so we
leave the details to the interested reader.

Now we are ready to formulate one of the key results of this subsection:

Lemma 4.4.6. The image of the natural map R[%] — E[%] s contained in R[ ]

reg’
In order to present the proof, we will first need to study the map R — R in more detail.

Lemma 4.4.7. Let B be a ring. Then the natural maps (B[S]) — B[S] and (B([.;S:g )(S 70 % are
injective.

B[S, T

Proof. We show it for the map (%)?S " (577’,)]], a similar proof applies to (B[S])g — B[S]. We start by

writing B ~ colim;c; B; as a filtered colimit of its finitely generated Z-subalgebras. Then the natural morphism
colimI(Bng;?ﬂ) — B([[S“?T I s injective and the natural morphism COHmI(%)ES,T) — (%)?S,T)
isomorphism (see [SP24, Tag 0A04]). Therefore, it suffices to show the lemma under the additional assumption
that B is a finitely generated Z-algebra. In this case, the result follows directly from [SP24, Tag 0AGV]. O

is an

Already we are getting some interesting statements concerning the map R — R.

Lemma 4.4.8. The maps R/m — ﬁ/w, R — ﬁ, and R[é} — ﬁ[%] are injective. Moreover, we have a
pullback diagram of rings

R

[L

R


https://stacks.math.columbia.edu/tag/0A04
https://stacks.math.columbia.edu/tag/0AGV

RELATIVE POINCARE DUALITY IN NONARCHIMEDEAN GEOMETRY 39

Proof. By [SP24, Tag 0DYE] and Lemma 4.4.2, the map R/7m — E/’/T is identified with the map

e[S, T]\b e[S, T
( (S,T) )(ST) ( (S,T) )(ST)'

Thus, Lemma 4.4.7 implies that R/7m — R/ 7 is injective. Since R is 7- adlcally separated (it is even m-adically
complete) and both R and R are 7- -torsionfree, we conclude that R — Ris injective as well. This formally
implies that R[E] — R[E] is injective. For the last statement, the vertical and horizontal maps are injective,
so an easy diagram chase implies that it suffices to show that the natural map

RIZ] Rz R[Z] R[]

= us s W

R ~— R R R

is mjectlve Since both R and R are 7- torsionfree, we can 1dent1fy this map with the map colim,, R/7"™ —
colim,, R/ 7™, This follows formally from injectivity of R/m — R/ m, injectivity of R — R and the observations
that R is m-adically separated and both R and R are m-torsionfree. d

With these technical preliminaries out of the way, we can prove Lemma 4.4.6.

Proof of Lemma /./.6. We fix an element f € R[é] and show that its image f € E[%] is S-regular (T-
regularity follows as the role of S and T is symmetric). By inspection, we see that scaling by C'* or powers
of S does not change S-regularity. So we may and do assume that f € R. Then we choose a non-negative
integer n such that

7" < Ifls < "),

€ R.
Therefore, the last statement in Lemma 4.4.8 ensures that Sﬂnf € R. In particular, we can further replace f
with S:y;f to assume that f € R and || < |f|s < [1].

We put n = {c € O¢ | |¢| < |fls}. Our assumptions on f imply that (7) C n. Suppose that f is not
R Ty~ (@[S])?S) @[[S]] The last map is

injective due to Lemma 4.4.7, so f lies in the kernel of the natural morphism R — W

The definition of the “S-Gauss norm” and the assumption that f € R imply that the image

ﬂ-n

o T) This means that

f=ma"fi+T-f, for some 7’ € nand fy, fo € R. This leads to the contradiction |f|s < max{|x’|, |7|} < |fls
and finishes the proof. O

Definition 4.4.9. (i) (Secondary Gauss valuation) Let f € (ég[é])reg C (Es[é]) = (0c[9] [S’l])g[%]
We define the map v: (ES [%])reg — Z by the rule

v(ZaiSi) =min{r € Z | |a,| = |f|}.

i€Z

(ii) (Secondary S-Gauss valuation) Let f € R[ ] We define the map vg: E[é]s—reg — Z by the rule

S-reg’

'US(f) = U(ﬁS(f))’

where (g : E[é} — ES [ L ] is the morphism from Notation 4.4.4. We define the map v : R[ ]T reg Z

in a similar way.

Lemma 4.4.10. The set E[i} S-reg 18 stable under multiplication. Furthermore, we have |f - gls = |fls - |gls

and vs(f - g) =vs(f) +vs(g) for any f,g € R[ }S reg” The same results hold for R[ } and vr.

T-reg

Proof. By construction, it suffices to show that (Rs [é])reg - (ﬁg [%]) is closed under multiplication, and

we have |f-g| = [f|-|g] and v(f - g) = v(f) +v(g) for any f,g € (Es[é])reg. This is a standard exercise on
the usual Gauss norms; we leave details to the interested reader. O


https://stacks.math.columbia.edu/tag/0DYE
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We come to the main statement of this subsection, which provides a concrete description of the valuations
which correspond to nodes in the special fiber under the bijection p. from Lemma 4.3.6 (i). For the rest of
the subsection, we fix an affine admissible formal O¢-scheme 2~ = Spf A with a nodal point ¢ € Z and a

w-completely étale morphism g: (Spf A, q) — (Spf(?SC‘TST’:z ) {0, 0}) for m € me ~\ {0}.

Then the natural morphism

w=((F= o). = @l

is an isomorphism, where O%{, o denotes the localization of the local ring with respect to the maximal ideal.

By slight abuse of notation, we define the map |—|;: A[i] — I'c U {0} as the composition

w

(697! > =
A[Z] = (%) (2] = RIE] = R[Z] == Teu{o},
similarly we define |—|3: A — I'cU{0} using |—|7 in place of |—|s. Likewise, we define the map v: A[L] — Z

as the composition
( ) = v
A[L] = (08 )0 [2] 25 B[] = R[] 5 2,

and similarly we define vy : A[%} — Z using vy in place of vg.

Proposition 4.4.11. Let g: (%,q) = (Spf A,q) — (Spf(((oSCTS 77;) ) {0, 0}) be an étale map as above. Let

(1 and (o be the two generic points of Zs corresponding to the two irreducible components containing q, whose
images are the open prime ideals (mg,T) and (mg,S), respectively. For i = 1,2, let z; = sp_%l((:i) € Z,
(see Lemma /.3.2 (1)), let g; € Z* be the points of the normalization lying over the node q that are on the
component corresponding to (;, and let y; € {z;} C Z,, be the points corresponding to q; under the bijection from
Lemma 4.5.6 (i). Then the rank-1 points zy and zy correspond to the valuations |—|1,|—|2: A[L] — I'c U{0}
and the points yy and ys correspond to the valuations (|—|1, —vi(=)), (|—|2, —v2(=)): A[£] = Te x ZU{0},
respectively.

Proof. First, we note that |—|; and (]—|;, —v;(—)) are multiplicative thanks to Lemma 4.4.6 and Lemma 4.4.10.

Thus, one easily deduces that they define valuations on A. Furthermore, it is evident from the definition that

they are continuous and bounded above by 1 on A = (A [i} )o. Therefore, all these valuations define elements

of Z;) = Spa(A[%],A).
By the étaleness of g, we may replace 2 by an open neighborhood of ¢ to ensure that {7 is the only

preimage of the open prime ideal (m¢g,T) C ((ngi‘ig, and that ¢ is the only preimage of the open maximal

ideal (m¢,S,T) C ((OSCT<S T)> Then Lemma 4.3.2 (i) and Construction 4.3.1 imply that, in order to show that

the point z; corresponds to |—|q, it suffices to show that

pr= -1 (Tcc1)NA=(me,T)- A

Oc(S,T)
(ST—m) >

Since g is étale and g=1(g(¢1)) = {1}, it suffices to show g% ~1(p;) = (me,T) C which can be seen
by direct inspection.

Now we show that the point y; corresponds to the valuation (|7|1, ,vl(,))' The previous step directly
implies that (|—|, —vi(—)) lies in {21}. Therefore, Lemma 4.3.6 (i) and Construction 4.3.1 imply that it
suffices to show that

p1 = <(|_|17_U1(_))_1((FC X Z)<1)> NA=(mc,5T)- A
Oc(5,T)

The same argument as above reduces the question to the case A = 5T=m) where it can be seen directly
from the definition. O
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4.5. Line bundles on semi-stable formal curves. In this subsection, we collect some results about line
bundles on rig-smooth semi-stable formal O¢g-curves. Some of these results might be well-known to the
experts. However, since these results play an important role in Section 5 and do not seem to appear in the
literature, we decide to provide full proofs. We recall that w € O¢ is a fixed pseudo-uniformizer.

We start with the case of more general smooth formal Oc-schemes. In this case, we show that any line
bundle on generic fiber can be extended to a line bundle integrally.

Lemma 4.5.1. Let 2" be a smooth formal O¢-scheme (resp. smooth Og-scheme), and let F be an adically
quasi-coherent (resp. quasi-coherent) w-torsionfree O g -module of finite type. Then F is a perfect complex.

Proof. The claim is local on 2°. So we can assume that 2~ = Spf R (resp. 2 = SpecR) and F = M%
(resp. F = M ) for some finitely generated w-torsionfree R-module M. We wish to show that M is a perfect
R-complex. We prove this by verifying all conditions of [SP24, Tag 068X], with A — B in loc. cit. being
Oc¢ — R. Conditions (1) and (2) follows from the assumption on R, and condition (4) follows from the fact
that M is w-torsionfree and thus Oc-flat (see [SP24, Tag 0539]). In order to check condition (3), we first
note that R is coherent, see [BL.93, Prop. 1.3] (resp. [FK18, Cor. 0.9.2.8]). Hence, it suffices to show M is
finitely presented over R. Since M is finitely generated over R and flat over O¢, the result follows from
[Bosl4, Th. 7.3/4] (resp. [SP24, Tag 053E]). O

Lemma 4.5.2. Let 2" be a quasi-compact smooth formal Oc-scheme (resp. a quasi-compact smooth O¢-
scheme). Then the natural map Pic(Z") — Pic(Z;,) is surjective.

Proof. Let £ be a line bundle on £;,. Pick any adically quasi-coherent (resp. quasi-coherent) O g -module
of finite type Ly such that Lo, ~ L (such Ly exists by virtue of [FK18, Cor. I1.5.3.3] and its algebraic
counterpart). Then we replace £y with its w-free torsionfree quotient Ly/Ly[w™] to assume that Lo is
m-torsionfree adically quasi-coherent (resp. quasi-coherent) O g -module of finite type. Now Lemma 4.5.1
ensures that £ is a perfect complex on Z". We use [KM76, Th. 2| to construct det(Ly) which is the desired
line bundle over 2~ whose generic fibre is det(L£) ~ £ as the determinant construction commutes with base
change. O

Now we discuss line bundles on certain rig-smooth semi-stable formal curves over O¢. The exact analogue
of Lemma 4.5.2 is probably false in this case. Instead, we prove a weaker substitute showing that we can
always trivialize a line bundle £ € Pic(Z;,) étale localy on Z7; this result is good enough for all applications
in this paper. We start with the following basic lemma:

Lemma 4.5.3. Let f: 2" — % be an étale morphism of admissible formal Oc-schemes, let f,: X =Y be
its generic fiber, and let y € Y(C) be a classical point. Then, for any two points x1,x € f,;l(y) C X(C), we

have sp 4 (1) # sp g (x2).

Proof. The point y € Y (C') uniquely extends to a morphism i,: Spf Oc — %. Since the formation of the
specialization map is functorial with respect to morphisms of formal models, we can freely replace % with
Spec Oc¢ and 2" with 2" xg Spf O¢. In this case, 2" is of the form 2" = | |,.; %, so the claim becomes
trivial. O

Lemma 4.5.4. Let (2, q) be a pointed rig-smooth semi-stable admissible formal Oc-scheme of pure relative
dimension 1, and let L be a line bundle on X = 2. Then there is an étale morphism f: (% ,u) = (X ,q) of
pointed admissible formal Oc-schemes such that fyL >~ Oq,.

Proof. If ¢ € 2 is a smooth point, the result immediately follows from Lemma 4.5.2 (in fact, one can choose
f to be an open immersion). Therefore, we can assume that ¢ € 2 is a nodal point. In this case, there is a
pointed étale morphism (% ,u) — (27, q) together with a pointed étale morphism

g (U, u) = (Z,0) = (Spfim,(o,()))
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for some pseudo-uniformizer'® 7 € me ~\ {0}. Therefore, we can replace (27,q) with (%,u) to assume
that there is an étale morphism ¢: (£7,q) — (%##,0). Also, we can shrink 2 around ¢ to assume that
g1 ({0}) = {a}.

Furthermore, we can assume that 2 = Spf Ay is affine and connected, so X = Spa(A4, A°) with A = Ag [%]
Our assumptions on 2" imply that X is a smooth affinoid rigid-analytic curve. Furthermore, [Zav24b,
Lem. B.12| ensures that X is connected. In particular, A = Ox(X) is a Dedekind domain (see [FvdP04,
Th. 3.6.3]). Thus, there is a Cartier divisor D on X such that L = Ox (D).

We put Yy := % ,. Then we consider the Cartier divisor D = fn(D) on Y, and the associated line bundle
L' := Oy, (D’). Then [vdP80, Th. 2.1] or [FvdP04, Th. 2.2.9 (3)] imply that Pic(Y;) = 0. So L' ~ Oy, and
there is a meromorphic function h € Frac(Oy, (Y;)) such that D’ = Vy, (h). Therefore, we conclude that

Le Lo f (L) ~Ox(D— (D).
Now Lemma 4.5.3 and our assumption that {q} = ¢~1({0}) imply that D — f~1(D’) = > zex(c) Az[7] such
that this sum is finite and sp 5 (z) # ¢ if a; # 0. In other words, we can choose D such that ¢ ¢ sp »- (Supp(D))

and Ox (D) ~ L. Now we can choose an open subspace ¢ C % C 2 such that % Nsp gy (Supp(D)) =, so
L‘ o == O, . This finishes the proof. O

5. THE TRACE MAP FOR SMOOTH AFFINOID CURVES

In this section, we build on the material developed in Section 4 and construct a trace morphism H2(X, y,,) —
Z/nZ for any smooth affinoid curve.

Throughout this section, we fix an algebraically closed nonarchimedean field C. We denote its ring of
integers by O¢, its maximal ideal by m¢ C O, and its residue field by k¢ := Oc/me. We also choose a
pseudo-uniformizer w € O¢ and an integer n € C*.

5.1. Construction of the analytic trace map. The main goal of this subsection is to construct the analytic
trace morphism for any smooth affinoid curve over C.

Setup 5.1.1. We work with a smooth affinoid curve X = Spa(A4, A°) over C. We recall that Lemma A.0.3,
Lemma 4.2.4, Lemma 4.2.5, and Lemma 2.2.6 imply that X admits a universal compactification j: X —
X¢ := Spa(A, Oc[A°°]") such that the complement |X¢| \ | X| consists of finitely many points z1,...,z,
corresponding to rank-2 valuations v,, : k(z;) = I'c x Z U {0} and meets every connected component of | X¢|.
By slight abuse of notzltion, we denote by the same letter the induced valuation on the henselized completed
residue field vy, : ]@ — (Te x Z) u {0}.

We start by studying étale cohomology of X and {x;} (considered as a pseudo-adic space) with coefficients
in .
Proposition 5.1.2. We have

[ (C)#m0 (X)) o (Z/nz)#ﬂo(\xl) i—0

H (X€, ) ~ HY(XC, 1) ~ HY(X, 1)
(X pn) (X, pn) (X, ) {0 i>9

and a short exact sequence
(5.1.3) 0— AX/A*" - HY (X, pu,) — Pic(X)[n] = 0.

Proof. The first isomorphism follows from the fact that X¢ is proper over Spa(C, O¢). The second isomorphism
follows from [Hub96, Cor. 2.6.7 (ii)]. Since C is algebraically closed, u, is non-canonically isomophic to the
constant sheaf A. Therefore, we conclude that H (X, ,,) ~ (un(C))#ﬂo(lx‘) = (Z/nZ)#”U(lX‘).

Now we show the vanishing of H*(X, tn) for ¢ > 2. Since X is smooth of pure dimension 1, Elkik’s
approximation theorem [Elk73, Th. 7, Rmk. 2, p. 587] lets us pick an O¢-algebra B of finite type such that
the w-adic completion of B is isomorphic to A° and B[ ] is smooth over C' of pure dimension 1 (see [Zav24b,

1
w

18The assumptions that ¢ € 2 is a nodal point and that 2" is rig-smooth imply that = must be a pseudo-uniformizer.
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Lem. B.5| for the dimension claim). Applying [Hub96, Th. 3.2.1, Ex. 3.1.13 iii)] to the decompleted Huber
pair (B [é] , BT), where BT denotes the integral closure of B in B [é], we get
HY(X, i) == H' (Spec By, [L], pn )
the B](“w) stands for the henselization of B along the principal ideal (w). In particular, Spec B?w) [é] is
ind-étale over Spec B[1]. Thus, a standard approximation argument (see [SP24, Tag 09YQ)]) and the
Artin—Grothendieck vanishing theorem (see [SP24, Tag OFOV]) imply that H* (Spec B%‘w) [é],un) = 0 for
1> 2.
To get the short exact sequence describing H' (X, y1,,), we use the Kummer exact sequence

0= ptn = Gm = G,, =0
on X and the fact that Pic(X) can be identified with H' (X, G,,) (see [[Tub96, (2.2.7)]). O

Lemma 5.1.4. Let z; € | X°| | X|, i =1,...,7, and let {z;} be the pseudo-adic space (X, x;) for each
i=1,...,r. Then

wn(C) 2 Z/nZ i=0

. /\h,x /\h,x n
H ({2}, ttn) 2= { k(x;) /(k(xi) ) i=1.
0 > 2

. . ——h
Proof. Theorem B.2.1 ensures that H'({x;}, ptn) ~ H'(Spec k(x;) , pun). To show the vanishing part i > 2 of

/\h
the lemma, it suffices to prove that the p-cohomological dimension of k(z;) is <1 for every prime p | n. We
note that [Hub96, Lem. 2.8.4] and [Hub96, Lem. 1.8.6] imply that

h —

cdp(l@ ) < tre(k(z;)/C) < 1.

The computation of Hi({wi},un) for 4 = 0,1 is similar to the analogous computation in the proof of
_——h _——h
Proposition 5.1.2, noting that H'(Spec k(z;) , G,,) =0 as k(z;) is a field. O

Proposition 5.1.5. Keep notation as above, let us further denote s 1= #(wO(X)). Then we have
H(C)(X7 ) = ch?’(X, fn) =0
and a natural exact sequence

h,x

r ——h, — n
0= (€)= 5 HA(X, 1) = H' (X%, ) — D) k() X/(k(xi) )" S HAX ) 0,
=1

Proof. Everything except for the vanishing of H2(X, ) follows from the long exact sequence in cohomology
for the exact triangle

(5.1.6) RI.(X, i) = RT(XC, pin) — @RF({(&-},M“)

coming out of the decomposition of pseudo-adic spaces X < X¢ «= {X,[[/_, z;} (see Remark B.1.9) together
with Lemma B.1.12, Proposition 5.1.2 and Lemma 5.1.4. Now we address vanishing of HY(X, u,,). For this,
we can assume that X is connected, then Lemma 4.2.4 (iii) ensures X ¢~ X is non-empty. We pick some point
x € X¢~ X. Then (5.1.6) implies that the vanishing of H(X, u,,) follows from the injectivity of the map
Z/nZ = H°(X p,) — H({x}, pun) = Z/nZ. O

As a nice application of Proposition 5.1.5, we prove the following result:

Corollary 5.1.7. Let X be a smooth affinoid curve over C. Then HY(X,pu,) is finite. Furthermore,
Hi(Dlvﬂn) =0.
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Proof. Proposition 5.1.5 shows that it suffices to show that the image of the map ax: HL(X,u,) —
HY (X, ) = HY(X¢, ) is finite. For this, we use Proposition 4.1.6 (iii) to get an algebraic proper com-
pactifcation j: X <+ X. Then the natural morphism 7 tn,x — Rjstin,x canonically factors through p,, +.
Therefore, ax factors as the composition

Hzlz(Xv Hn) = Hl(y’ fin) = Hl(Xa fin)-
Thus, it suffices to show that H!(X, p,,) is finite. This follows from Proposition 4.1.6 (vi) and finiteness of
algebraic étale cohomology. To see that H!(D*, 11,,) = 0, we use the embedding j: D! — P%#" and a similar

argument to reduce to showing that H!(P%#" ,,). This again follows from Proposition 4.1.6 (vi) and the
analogous claim in algebraic geometry. O

Now we are ready to start constructing the analytic trace map:

Definition 5.1.8. For a smooth affinoid X, we define an analytic pre-trace
—~ r r /\h,X /\h,)( n
ix =Y #ove: @h(e) /(k@) ) = 2z/nz,
i=1 i=1

where # is defined as in Definition 4.2.7.

In order to justify the name “pre-trace” morphism, we recall the exact sequence

h,x

(k)

X

r ——h, n
HY(X, 1) <5 @) (ary) ) O W2(X, i) — 0
i=1

from Proposition 5.1.5. This ensures that the analytic pre-trace morphism tx descends to a morphism
tx: H2(X, un) — Z/nZ if and only if tx vanishes on the image of res. The following vanishing is one of the
main results of this subsection:

Theorem 5.1.9. In Setup 5.1.1, the composition
r ——h,x ——h,x\n 7
H (XS i) = P k() /(Rws) ) 25 2/nZ
i=1

1S zero.

In Section 5.2 and Section 5.3 below, we give two different proofs of Theorem 5.1.9. But before we
start discussing the proofs, we give the official definition of the analytic trace map assuming validity of
Theorem 5.1.9:

Definition 5.1.10. The analytic trace morphism tx : H2(X, p1,,) — Z/nZ is the unique group homomorphism
such that the composition

" ——h,x ——h,x\n dx 2 tx
D k() /(k(xi) ) Xy H2(X, ) 25 Z/nZ
i=1

is equal to tx.

h,x

——h, ——h,x\n 7
Remark 5.1.11. We note that each morphism # o v, : k(x;) /(k(xl) ) Lx, Z/nZ is surjective. Then
Lemma 4.2.4 (iii) formally implies that tx : H2(X, u,) — Z/nZ is surjective for any smooth affinoid curve X.

Before embarking on the proof of Theorem 5.1.9, let us explicate its statement and the resulting Defini-
tion 5.1.10 in the simple case of the 1-dimensional closed unit disk. This will require the following sequence of
lemmas:

Lemma 5.1.12. We have Pic(D') = 0.

Proof. First, [Ked19, Th. 1.4.2] ensures that Pic(D') ~ Pic(C(T)). Now [Bos14, Cor. 2.2/10] implies that
C(T) is a UFD, thus Pic(C(T)) = 0 by [SP24, Tag 0BCH]. O
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Lemma 5.1.13. As an abelian group, we have a decomposition
C(T)* =C* x (L+mcT(T), x).

Here 1 + meT(T) = {f =>,a,T" € C(T) | ag = 1,a>1 € m¢}, viewed as a group via multiplication.

Proof. We first note that if f = > a;7? is a unit, then ag is a unit in C. Moreover, by [Bos14, Cor. 2.2/4],
f € C(T) is a unit if and only if |ag| > |a;| for ¢ > 1. Then one simply has f = f(0) - ﬁ proving the
lemma. g

Remark 5.1.14. Let C be an algebraically closed nonarchimedean field of mixed characteristic (0, p). Then
Lemma 5.1.13 implies that there is a surjection

H' (D', y,) = (1 + mcT(T), x)/p — me/pme

defined by the rule 1 +>",5, a;T% + a1. In particular, H' (D%, z1,,) is infinte and its cardinality is at least
cardinality of mg /pme.

Example 5.1.15. We explain Theorem 5.1.9 in case X = D!. By Lemma 4.2.2, the universal compactification
of the 1-dimensional closed unit disk D! € D¢ consists of one additional point z; of rank-2 “pointing
toward oo” which corresponds to the valuation v, : k(zy) — (I‘C X Z) U {0}. The explicit description of the

_—h,x
corresponding valuation v, in Lemma 4.2.2 shows that # owv,, : k(r4)  — Z vanishes on the image of

the morphism C(T)* — k:/(xr)h’xz by Lemma 5.1.13, this boils down to the fact that # o v, is zero on the
scalars ¢ € C* and functions of the form f =1+ Y",., ;7" with a; € m. Thanks to Proposition 5.1.2 and
Lemma 5.1.12, this yields the vanishing of # o v,, on o' (DY¢, uy,). As a consequence, we obtain the analytic
trace morphism tp1: H>(D', u,,) — Z/nZ.

5.2. Construction of the analytic trace: first proof. In this subsection, we give the first proof of
Theorem 5.1.9. The idea is to reduce the case of a general smooth affinoid curve X via Noether normalization
to the case of the closed unit disk which was already treated in Example 5.1.15.

In order to implement this strategy, we will need to verify certain technical lemmas about the trace
morphisms (see Theorem 2.5.6) for finite flat morphisms of smooth rigid-analytic curves over C'. This will
occupy the most part of this subsection. As an application of these methods, we also show that the analytic
trace is compatible with the finite flat trace defined in Theorem 2.5.6.

Setup 5.2.1. We fix a finite flat morphism f: X = Spa(B, B°) — Y = Spa(A, A°) of smooth affinoid curves
over C' with induced morphism f¢: X¢ — Y between the universal compactifications. We also denote by
Zy = {y;}ier the finite complement |Y¢| \|Y], and by Z; = f©1({y;}) = {xi, }j,cs, the pre-image of y; in
Xe.

In Setup 5.2.1, Lemma 4.2.1, Lemma 4.2.4, and Lemma 4.2.5 ensure that Zy and Z; are finite discrete sets
consisting of rank-2 curve-like points and that Zx = U;c;Z; = X°~ X. For each ¢ € I, we denote by

[ (X5 Zi) = (Y9 {wi})

the morphism of pseudo-adic spaces induced by f¢. Similarly, for ¢ = 1,...,r, we denote by

gi: |_| Spec k(zij,) — Speck(y:)
Ji€Ji
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the induced morphism of the henselized completed residue fields. These morphisms fit into the following
commutative diagram of topoi:

(5.2.2)
X, 6t X6t ——h ——h
Xa Jx,et X, X, (X€, Zx)er ~ H (X Zi)et —) H Speckz(gcwl)et ~ ( |_| Spec k(z;,) >
iel iel,jieJ; i€l,ji€J; ét
fet féo lfét =TT f{ e lgec:(l_liel gi)ét
Yoo 2% Ve & (V0 Zy)a = [[OVE Amih e ——=— [ Speck(y) ) (|_| Spec k(y;) ) :
iel iel iel ét

where the horizontal equivalences come from Lemma B.1.12 and Theorem B.2.1. Now we note that Lemma 2.4.6
ensures that f¢ is finite flat, so Theorem 2.5.6 provides us with trace morphisms try .. : f« tin,x — tn,y and
trye .t fE pn, xe = pn,ye. Furthermore, Corollary 2.3.12 implies that

|_| Speck zj,) % |_| Spec k yi)
iel, il
jieJi

is a finite flat morphism (of schemes). Therefore, using the horizontal equivalences in Diagram (5.2.2), we can
define the trace morphism

Y
trf’,#n . f* .u“TL,ZX - ,un,Zy

as try ., =7y, (trg.u, ), where try , ~is the algebraic finite flat trace map constructed in [SGA4, Exp. XVII,
Th. 6.2.3] and [SP24 Tag 0GKI]. Next lemma will be the key to our (first) proof of Theorem 5.1.9:

Lemma 5.2.3. Let f: X — Y and f¢: X¢ — Y€ be as in Setup 5.2.1. Then the following diagram commutes:

0 ————— Jyvifabinx ————— [ilnxe ————— iy afipinzy —— 0

JjY,!(trf,un) [trfc,un Jiw(“ﬂ,un)

0 ————— Jyiftny ———————— Upye ————————— Iy linzy, —— 0

Proof. 1t suffices to show that each square commutes separately. In order to check that the left square
commutes, it suffices to show that j3 (trge ,,) = try,, . This follows from the fact that try., commutes
with arbitrary base change (see Theorem 2.5.6).

In order to show that the right square commutes, it suffices to show that iy, (trse ,,, ) = try ., . It will be
more convenient to check this equality after applying the equivalence 7z, to both sides. For this, we recall
that the discussion before Construction 2.5.4 ensures that we have a commutative diagram of topoi

C

X§ —— (SpecB),

e

Y —— (Spec A),

ét
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where ¢4 and cp are the analytification morphisms. Furthermore, this fits into a bigger commutative diagram:

_——h
(X, 2 —225 ( || Speck(ry) )
\ €1, 5. €J; ét
ix.6t alg
UX 6t
c gét \
i (Xt X (Spec B) g,

(5.2.4) l

c

. /\h
(Y€, Zy)at Ty <|_| Spec k(y;) > Jeee
ét

. i€l ¢
1y, ét ;218

(Yt ° (Spec A),, -

We recall that trs ,, is defined as v}, (trg ., ), and trse ,, = ¢y (trfes ) (see Theorem 2.5.6 (6)). Therefore,
it suffices to show that i?}g’*(trfc,alg,un) = try ., Now we note that [SP24, Tag 0GKI| guarantees that the
algebraic finite flat trace map commutes with arbitrary base change. Therefore, it suffices to show that the

natural morphism

_——h ———h
Fy) ®@aB— [] ki)
Ji€Ji
is an isomorphism for any 7 € I. This follows directly from the combination of Lemma 4.2.6, Lemma 2.3.14,
and Theorem 2.3.10. O

_——h,x ——h,x

——— h,x —— h,x\n n
For each i € I and j; € J;, let Nmy, . /. k(2i,) /(k(iﬂzg) ) — k(yi) /(k(yz) ) be the

_—— h,x ———h,x
morphism induced by the norm morphism Nm: k(z; ;,)  — k(y;) ; note that the norm map is well-defined
due to Corollary 2.3.12).

Corollary 5.2.5. Let f: X =Y and f¢: X¢ — Y€ be as in Setup 5.2.1. Then there is the following diagram
of exact sequences:

1 . ——— h,x —— h,x\n dx 9
HY(XE ) —— @ M)/ (Kleaz) ) =2 HA(X ) —— 0
iel,
]EJi

H' (trje ,.,,) ‘/@ie[ (ZjieJi wai,ji/w) ST
1 . ——h,x ——h,x\n dy 9
il
Proof. Exactness of horizontal sequences follows directly from Proposition 5.1.5. Now let g; ;, be the natural

—

——h h
morphism Spec k(x; j,) — Speck(y;) . Then [SGA4, Exp. XVII, Diagram (6.3.18.2) on p. 198| implies that,
—— h —— h,x —— h,x\n
under the identification H* (lc(x”) ,,un> ~ k(z;5,) /(k(m”) ) and under the similar identification

for y;, the trace map H* (trg, ;, ,un) becomes equal to Nmy,, . /,,. Therefore, the result follows directly from
Lemma 5.2.3. O

Now we are finally ready to give the first proof of Theorem 5.1.9:

First Proof of Theorem 5.1.9. In this proof, we use the notation from Setup 5.1.1; we warn readers that
the notation is slightly different from Setup 5.2.1. We start the proof by noting that [Bosl4, Prop. 3.1/2],
[SP24, Tag 000K], and Lemma 4.1.2 allow us to find a finite flat morphism f: X — D!. We denote by
£ X¢ — D¢ the induced morphism of universal compactifications.
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Now we consider the open immersion j: X < X¢ with |X¢| \ | X| consisting of finitely many rank-2 points
{z1,...,2.}. Then Corollary 5.2.5, Lemma 2.2.10, and Lemma 4.2.5 imply that the following diagram

" 3 #ovg,
%

X ) ———— DR /(R ) 2/2

=1
(5.2-6) ‘Hl(trfc,un) =7 1mel/t+l #ova,
1 Le _——h,x ———h,x\n
HY(D', 1) ———— k(ey) [ (k(ay) )

commutes. Therefore it suffices to show that the composition

Hl(trfcrun) n #ot
_—

H(D, ) = ko) /() )" s 2z

is zero. To that end, we just note that Example 5.1.15 implies that the composition of the last two maps is
already zero. O

HY (X, i)

As an application of our methods, we also show that the analytic trace morphism is compatible with the
finite flat trace morphisms:

Theorem 5.2.7. Let f: X — Y be a finite flat morphism of smooth affinoid rigid-analytic C-curves. Then
the diagram

H2(X, py) —> Z/nZ

| A

Hc (Y, ,un)

commutes, where try is the finite flat trace morphism from Theorem 2.5.6 and tx, ty are analytic traces from
Definition 5.1.10.

Proof. Keeping the notation of Setup 5.2.1, Corollary 5.2.5 ensures that the diagram

D /(K"

i€l jed;

2
@iEI (Zjie‘]i Nm”‘i,jv/yi) Hc(trvan)

X5 H2(X, )

@k Yi) . ( ) X)nLHaYaﬂn)
el

commutes. Now we use that both 0x and dy are surjective and the definition of the analytic trace map (see
Definition 5.1.10) to conclude that it suffices to show that the diagram

D we) () 2y

el jed;
Dicr (ZjiEJi Nmmi,ji/yi) 2 #ovy,
/\h,>< /\h,>< n
B/ (k) )
el

commutes. This now follows directly from Lemma 2.2.10 and Lemma 4.2.5. O
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5.3. Construction of the analytic trace: second proof. Now we give another proof of Theorem 5.1.9
which does not resort to Noether normalization, finite flat traces or the results of Section 5.2. Instead, we use
the interpretation of H (X¢, pr) as isomorphism classes of u,,-torsors to generalize Example 5.1.15 to the setting
of smooth affinoid curves. This strategy necessitates a more detailed analysis of Hl(X € ) Hl(X s tn)-

Construction 5.3.1. Recall that (5.1.3) induces a canonical identification
HY (X 1) ~ {(L,s) | L € Pic(X°), s: O = L®"}/ ~

with isomorphism classes of line bundles together with a trivialization of their n-th power. With this
interpretation, we can attach to any point x € | X°¢| a natural homomorphism

Pa - Hl(XCnun) - k(x)x/(k(z)x)
as follows: Given (L,s) € H'(X¢, u,), choose an open affinoid neighborhood U C X¢ of  on which
the restricted line bundle L’ y admits a trivialization a: Oy = L’ y- Then the image of (L, s) under
H'(X°, p,) — H'(U, py,) lies in the image of the boundary map O(U)* /(O(U)*)" — H' (U, p,,) of the Kummer

sequence; concretely, it is the well-defined (independent of the choice of a) element of O(U)*/(O(U)* )™
determined by the isomorphism

n

a "osy: Oy = (L’U)@m = O%n ~ Oy.
We define p, (L, s) to be the image of this element under the natural map
OWU)*/(OW))" = 0F ./ (Op,,)" — k(@)*/ (k())".

By passing to common open affinoids trivializing several line bundles, one checks that this defines a group
homomorphism.

Variant 5.3.2. By Theorem B.2.1 and Hilbert’s Theorem 90, we have the identification H' ({2}, u,) =~
——h 1, —— h,x\ 7
H! (Spcc k(x) , un) ~ k(z) g / (k(x) X) . The functoriality of the Kummer sequence then shows that under

this isomorphism, the composition
1 c Pz X X\ B X TR\
(X, i) 255 k(2)*/ (k(2)*)" — k(@) /(k(2) )

is given by the natural map H'(X¢, u,) — H'({z}, ). Concretely, it can again be described as in Construc-
tion 5.3.1 using trivializations of the pullback of L along the map of ringed étale topoi (Spec(k;(x)h)ét, (’)) —

(th,O) induced by the map of étale topoi Spec(k(x)h)ét &~ (Spa(k(x)h,k(x)Jr’h),{:E})ét — X¢ from
¥
Theorem B.2.1. We still denote this map by p, when there is no risk for confusion.

If z € | X/, then p, factors through H*(X, ,,) and we can also work with line bundles L on X instead
of X¢ in Construction 5.3.1 and Variant 5.3.2. While the ultimate construction of the analytic trace in
Definition 5.1.10 only uses rank-2 valuations for points in |X¢| \ | X, the second proof of Theorem 5.1.9 also
uses Construction 5.3.1 for points in |X|. We then have the following compatibility with the inclusion of
residue fields from [Hub96, Lem. 1.1.10 iii)]:

Lemma 5.3.3. Let z € | X| be point of rank 1 and y € @ C X°€ a specialization of z. Then the composition
(X, pin) 25 k() (K(y) )" — k(2)*/ (k(2))"
with the morphism induced by the inclusion of residue fields k(y) — k(z) is equal to p,.
Proof. Unwinding Construction 5.3.1, this follows from commutativity of the diagram of natural maps
Ovy — k(y)
o ||
T Ov,, — k(2)

for any open affinoid neighborhood U C X°¢ of y (and thus also z). g
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Lemma 5.3.4. Let 2 be an admissible formal Oc-model of X whose special fiber Zs is a reduced separated
scheme of pure dimension 1. Let z € | X| be point of rank 1 whose specialization ¢ = sp(z) € |Zs| is a generic
point. Then there is a pushout diagram of groups

(Oc)* —— (k(2)")"

| l

OX 5 k(2)x.

In particular, using Lemma /.3.2 (iii) we get the well-defined “further specialization” map

sz

k(2)" /n «+=— (k(z)T)* /n —— O%,C/n — k()% /n.

Proof. The vertical maps are injective with cokernels the respective value groups. Thus, for the first statement
we only need to show that the induced map of value groups is a bijection, which follows from Lemma 4.3.2 (v).
The second statement then follows directly from the Snake Lemma and the fact that I'c is divisible (see
[BGR84, Obs. 3.6/10]). O

Notation 5.3.5. In the situation of Lemma 5.3.4, let (L,s) € H(X®, u,). Then we denote the further
specialization of p, (L, s) under the map sp,: k(z)* /n — k(¢)*/n by sp,(L, s).

We recall that, for a smooth irreducible k-curve Y, a point y € Y (k), and a rational function f € k(Y'), we
denote by ordy(f) € Z the order of vanishing of f at the point y.

Lemma 5.3.6. In the situation of Lemma 5.3./, let y € {z} C |X¢| be a specialization of z. Then for any
f € k(y)*/n, we have

(5.3.7) (# o vy) (f) = ordy, (y) (bpz(?)) mod n

under the identification Og ¢ = k()" from Lemma /.3.2 (iii) and the correspondence ¢ from Lemma /.5.6.
In particular, for any (L,s) € HY(X¢, u,), we have

(# o wvy) (py(L,s)) = ord,, () (sp.(L,s)) mod n

Proof. We choose a lift f € k(y)* of f. Throughout this proof, we will freely identify f € k(y) with its image
under the (injective) map k(y) — k(z). Lemma 5.3.4 ensures that there is an element ¢ € C* such that
c- f € (k(z)T)*. Since C* is n-divisible, we conclude that

sp.(c- f) =sp.(f) € k()" /n.
We note that also (# o vy)(c) = 0 for any ¢ € C*, so we may and do replace f with ¢ f to assume that
f € k(y)* N (k(z)*)*. In this case, Lemma 4.3.6 (iii) implies that (# o v,)(f) = ord,(y)(sp.(f))-
The “in particular” part now follows directly from (5.3.7), Lemma 5.3.3, and Notation 5.3.5. O

Next, we show that (# o v,)(p.(L, s)) vanishes for rank-2 points « € | X| such that sp 4 (x) is a smooth
point of some admissible formal Oc-model 2™ of X.

Lemma 5.3.8. Let & = Spf R be a smooth formal Oc-scheme with irreducible special fiber. Let (L, s)
be a pn-torsor on 2, = Spa(R|[X],R) and let £ € Pic(R) such that £|L] ~ L. Then there exists an

isomorphism o: Qg = £L%" such that U[%] =c-s for some c € C*.

Proof. Let v be the supremum semi-norm on R[] [BGR&4, § 3.8]. Since Spf(R) is smooth and connected
(thus irreducible), v is a valuation on R[X] due to [BGR84, Prop. 6.2.3/5]; this is exactly the unique rank-1
valuation corresponding to the generic point n of 25 under Lemma 4.3.2. (i) (see the proof of Lemma 4.3.2 (v)
for the justification). Then Lemma 4.3.2 (v) implies that there is a scalar ¢ € C* such that v(p,(L,c-s)) = 1.
Now, we claim that ¢ - s can be extended to an isomorphism o.
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We note that if an extension o exists, it is unique. We may therefore localize on Spf R and assume that
& ~ Oy . In this case, s just corresponds to an element of R[L] * and we wish to show that c - s lies in
R*. By our assumption on s and ¢, we have v(c-s) = 1. Now using [Liit16, Prop. 3.4.1] and [BGR84,
Prop. 6.2.3/1], we conclude that R = {r € R[Z] | v(r) < 1}. Therefore, using multiplicativity of v, we

conclude that v(c-s) =1 implies that ¢- s € R* finishing the proof. O
We are ready to prove the promised above vanishing:

Proposition 5.3.9. Let 2" be an admissible formal Oc-scheme such that the special fiber Z5 is a reduced
separated scheme of pure dimension 1. Let ¢ be a generic point of X corresponding to z € X via Lemma /.3.0.
Let y € @ be a point given by a rank-2 valuation v,. Assume that sp o-(y) € X5 is a smooth point. Then for
any (L, s) € H'(X®, u,), we have (# ovy) (py(L,s)) = 0.

Proof. The question is Zariski-local on 2", so we may and do assume that 2~ = Spf R is smooth affine formal
Oc-scheme with irreducible special fiber. By Lemma 4.5.2, the line bundle L can then be extended to a line
bundle .Z on 2". Lemma 5.3.8 guarantees that s can be extended to an isomorphism o: Q2 — Z®™ after
scaling by some ¢ € C*. Thus, for the purpose of showing that (# o vy) (py(L7 s)) =0, we can replace s with
c- s to assume that s extends to an isomorphism o: Q4 =5 L®".

Over the local ring O g 4y(,), We choose a trivialization a: O g () = $|oy . and consider a™"
2 5p(y

00y

as an element of 07, sp(y)- Using Lemma 5.3.6, we can identify (# o vz)(pz(L, s)) with ord,, () (a7 o0 0y).

X
Z ,sp(y)

Next, we prove a vanishing statement for the nodes in the special fiber.

Since a™" o0, € O , we conclude that this valuation is zero. O

Proposition 5.3.10. Let 2" be a separated semistable formal Oc-curve; see Definition J.1.53. Let q € 25 be
a node and q1,q2 € X' be the two points in the normalization lying above q. Let y1 and ya be the points of
| X | with rank-2 valuation vy, and vy, which correspond to q1 and go under Lemma /4.5.0, respectively. Then

(# ° Uyl)(pyl (L7 S)) + (# © vyz)(pyz (L> 5)) =0.

The proof relies on the following statement:

Proposition 5.3.11. Fiz an element 7 € mc \ {0} and set R = ((9501[25::)]] Let f € Ié[é] " such that both f

and f=1 are regular in the sense of Definition J./.3 (ii). Then

vs(f) +vr(f) =0,

where vs and vy are defined in Definition /.4.9 (ii).

Proof. The multiplicativity of both vg and vy (see Lemma 4.4.10) implies that it suffices to show that
vs(f) +vr(f) > 0 for any non-zero regular f € ﬁ[%]

If f = 5", we see that vs(S™) + vr(S") = vs(S") + UT(;,E—:) = r —r = 0. Therefore, we may replace f
with f - S” for any integer . Since vg(S) = 1, we can use the above observation to reduce to the case when
vs(f) = 0. Thus, we conclude that the S-adic expansion f =", , a;S" inside E[é} satisfies the property
that |a;| < |ap| if ¢ < 0 and |a;| < |ag| if i > 0.

Now if we look at the T-adic expansion of f, we have f =), ., a_;m~ T*. Thus, the coefficients of negative
powers of T are of the form a~¢ - (positive powers of 7). In particular, their norm is strictly less than |ag].
Hense, the very definition of vr(f) implies that vr(f) > 0. O

i

Proof of Proposition 5.3.10. Lemma 4.5.4 and the definition of semi-stable formal O¢c-curves imply that we
can find a diagram of pointed admissible formal O¢-schemes

(% ;)

S T~

(2,0) (#,0) = (et (g7 ) (0:0)
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such that g and h are étale, 7 € mg ~ {0}, and there is a trivialization a: Ox = L.

Let U := %, be the rigid generic fiber of %, let u; be the unique (due to the étaleness) points of %, lying
above ¢;, and let w; € |U| be the rank-2 points corresponding to u; under Lemma 4.3.6, respectively. Using
Lemma 5.3.6 and Lemma 4.3.6 (iii), we see that

(#o U.%-)(Pyi (L,s)) = (#0vu,;) (pwi ((L, S)IU))

Hence we may replace (27, q) by (% ,u) and assume that our pointed semistable formal O¢-curve admits an
étale map g: (27, q) — (%,0) and there is a chosen trivialization a: Ox = L. By shrinking (2", q) we may
assume that 2~ = Spf A is affine. We set f:=a " os € (Ag[L1])*. Then it suffices to show that

(# 0 vy, )(f) + (# 0 vy, ) (f) = 0.

Now we note that the map ¢ induces an isomorphism

Oc(S, A A
R (LS ) 2 (050

Following Notation 4.4.1, we have the natural morphism Ag[X] = 04 (2)[L] — (O}E&”q); ] S R[] -
E[%] = R?S,T,w) [%] We denote by fthe image of f in E[é] Then Proposition 4.4.11 ensures that

#owvy, (f) =vs(f) and # o vy, = vr(f). Thus, we reduced the question to showing that

vs(f) +vr(f) =0.

This follows immediately from Lemma 4.4.6 and Proposition 5.3.11. 0

Second Proof of Theorem 5.1.9. Let (L,s) € H' (X, u,). By Proposition 4.1.6 (v), we may choose a semistable
Oc-formal model 2" of X. Let Z° be the compactification of £ such that Z, C Z° is schematically dense
and contains all the singular points of Z'¢, and let v: 2" — Z.° be its normalization. Now Lemma 4.3.6 (iv)
and the assumption that all singular points of Z°¢ are contained in 2 imply that the specialization map
induces a bijection |X¢| N |X| = [ 207 N |20 S | ZE| N | Zs|. For any q € |ZF], let ¢, be the generic
point of the irreducible component containing q. By Lemma 4.3.2, the set sp}gl(gq) = {2,} for some rank-1
point z4. Then we have

~ Lem. 4.3.6,

LTS on(pu)
z; €| XN X|

Lem. 5.3.6, P . 5.3.9,
em Pro( /Er)r:IlJU Z Qrdq (szq (L, S)) —+ Z OI‘dq (szq (L, 3))
o qE| ZEIN| X | q€| Zs| smooth
+ > ordy (sp.,(Les)) +ordg, (sp., (L, 9))
q€| Zs| node

with v~ (q)={q1,92}

comb:ining Z Z OI‘dq (szq (L, 5)) mod n.

terms
ycaen g€lY| closed
connected component

Now fix a connected component Y, C 2" with generic point ¢. This is an algebraic curve over k on
which sp_ (L, s) € k(¢)*/(k(¢)*)™ defines a principal divisor (mod n). Thus,

Z ordy (spzq(L, s)) = deg(DiV(spzq (L,s))) =0 modn
g€|Y| closed

and we win. O
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5.4. Compatibility with the algebraic trace map. The main goal of this subsection is to formulate the
statement that the analytic trace map constructed in Definition 5.1.10 is compatible with the algebraic one.
Its proof is the content of the next two subsections. We begin by recalling the algebraic trace map.

oy ~ .. . —al . .
Definition 5.4.1. Let X be a smooth proper rigid-analytic curve over C' and let X “® be its unique
algebraization (see Proposition 4.1.6 (ii)). The algebraic trace map on X is the homomorphism

£ H2 (X, 1) = H2(X, 1) 2255 2/

which is obtained as the composition of the (inverse of the) isomorphism from Proposition 4.1.6 (vi) and the
schematic trace map (see [SGA4, Exp. XVIII, Th. 2.9]).

Then the main statement about the compatibility of analytic and algebraic traces is the following:

Theorem 5.4.2. Let X be a smooth proper rigid-analytic curve over C and let j: X < X be a quasi-compact
open affinoid subspace. Then the diagram

H2 (0 (1)

Hg(Xmun) o Hz(y’ fn)
t28

XX} %
Z/nZ

commutes, where tx denotes the analytic trace from Definition 5.1.10 and tr]é»t(l) is the étale trace from
Definition 2.5.10 and Notation 2.5.11.

Before we start the proof of Theorem 5.4.2, we record an application of the statement.

Corollary 5.4.3. Let f: X =Y be an étale morphism of smooth affinoid curves over C. Then the diagram

commutes, where tx and ty denote the analytic traces from Definition 5.1.10 and tr$*(1) is the étale trace
from Definition 2.5.10 and Notation 2.5.11.

Proof. First, when f is finite étale, the statement follows from Theorem 5.2.7 and property (5) in Theorem 2.5.6.
Next, we contemplate the case where f is an open immersion. By Proposition 4.1.6 (iii), we may choose an
open immersion ¢: Y < Z into a smooth proper curve Z over C'. Consider the following diagram:

HZ (tr§ (1)) HE (trgf (1))

Hi(X, Mn) Hg(Y, fin) Hg(Z, Mn)

talg
ty \
tx

Z/n

Since both X and Y are quasicompact open affinoid subspaces of Z via g o f and g, respectively, and
H (tréf(1)) o H2 (tr$"(1)) = HZ(tr¢ (1)), Theorem 5.4.2 gives
ty o HZ2(tr§t) = 3% o HZ2(tr8(1)) o H2(tr$ (1)) = tx.
Now we can treat the general case. By [Hub96, Lem. 2.2.8| (cf. also [dJvdP96, Prop. 3.1.4]), we can choose
a finite open affinoid cover Y = |J;; V; and factorizations
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such that the h; are open immersions and the g; are finite étale. They give rise to the diagram

P H(F V), n) — HAX, i) —2 Z/n

TN

Hg (Y, i)

in which all unlabeled arrows are the étale traces given by the respective counits of adjunction. The compatiblity
of adjunction counits under composition then guarantees that the left triangle commutes. Moreover, the top
horizontal composition is given by ity thanks to the already established case of open immersions.
The natural map ;¢ ;ij,14n — pn induced by the open cover {i;: f7Y(V}) = X}jes is an epimorphism.
Since H2(f~1(V;), —) ~ H2(X,4;,(—)) and H2(X, —) is right exact [[{ub96, Prop. 5.5.6, Prop. 5.5.8], the top
left horizontal arrow in the diagram above is then also an epimorphism. To prove that the right triangle
commutes, it therefore suffices to show that the outer triangle commutes, which can be checked on each factor
H2(f~'(V}), jtn) separately. Since f~1(V;) — Y factors into a composition of open immersions and finite étale
morphisms, this follows from the first paragraph. O

5.5. Compatibility with the algebraic trace map: closed unit disk. The main goal of this subsection
is to prove Theorem 5.4.2 in the case of the standard open immersion D! — P12%  We recall that
Proposition 5.1.5 gives some control over H: (D!, y,,); however, the main drawback of this description is that
it seems difficult to relate H?(D?, j1,,) to the cohomology of P1:21,

For this reason, we take a different approach in this subsection and relate the compactly supported
cohomology of D! and the cohomology of P12" directly. An explicit understanding of their difference will
also be the key input in our proof of Theorem 5.4.2.

5.5.1. Preliminaries. The ring A(Z). To start the proof, we denote by j: D! «— PL8" the usual open
immersion and by Z = [P1#"| \_ |D!| the closed complement of D! inside P%#". This space does not
admit any structure of an analytic adic space; instead, we consider Z as a pseudo-adic space (P1#" Z) (see
Appendix B) which we will, by abuse of notation, simply call Z. Remark B.1.9 implies that we have an exact
triangle

(5.5.1) RI.(D', i) — RT(PY*2 1)) — RI(Z, pan)-
To put it plainly, the difference between RI'.(D*, 11,,) and RI'(P1" 1,,) is exactly controlled by the étale
cohomology of Z.

To study these cohomology groups, we need to study the geometry of j in more detail. For this, we view
PL2n a5 the glueing of two closed unit disks'?

D' (0) = Spa(CI[T], O¢[T]) and D'(c0) = Spa(C|S], OclS])
along the torus
Spa(C[T*], Oc[T*1]) ~ Spa(C[$™1], Oc[$*1])
via T = S~L. Inclusion j just becomes the inclusion D*(0) < P1#2, The complement of this inclusion is a
special closed subset (see Example B.1.4)

Z =D"'(c0)(|S| < 1) C D(o0).

Now, when we realize Z as a special closed subset inside an affinoid D!(c0), Theorem B.3.5 (see also
Definition B.3.1) and [Hub96, Cor. 2.3.8] ensure that there are canonical isomorphisms
RI(Z, p1) = RE((D*(00), Z), ttn) = RT(Spec A(Z), 1),
where A(Z) = (’)C[S]}(‘w 9) [£]. For the notational convenience, we introduce the following notation:

w

w

Notation 5.5.2. We put A(Z)" := OC[S]}(IW,S) and A(Z) = A(Z)" [i]

1911 the formulas below, we endow O¢[T] and O¢[S] with the w-adic topology.
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So we reduce the question of studying cohomology of Z to the question of understanding alegbraic
cohomology RI'(Spec A(Z), ). For this, we start we establishing certain algebraic properties of the ring Z.
We stary by studying the Picard group of A(Z):

Proposition 5.5.3. Let A(Z) be as above. Then Pic(A(Z)) = 0.
Proof. We recall that the ring A(Z)" = O¢ [S}}(lw,s) is a filtered colimit of rings which are étale over O¢|[S].

Since any rank-1 projective module L on A(Z) = A(Z)* [é] must come from a rank-1 projective module on
the [%]—ﬁbre of one of these algebras in the filtered colimit, we summon Lemma 4.5.2 to see that L must be
the base change of a rank-1 projective module on A(Z)*. So it suffices to show that Pic (A(Z)*) = 0. Now
[SP24, Tag OFOL] implies that A(Z)" = O¢ [S]?ms) ~ O¢ [S]?mc’s). But the latter algebra is local, hence its
Picard group vanishes. O

Our next goal is to understand the unit group A(Z)*. For this, we will need some preliminary lemmas:

Lemma 5.5.4. The ring A(Z)* is w-adically separated, i.e. (s, @"A(Z)" = {0}. In particular, every
nonzero element f € A(Z) can be scaled by a power of w so that it lies in A(Z)T N\ w- A(Z)T.

Proof. We note that [SP24, Tag 0F0L] ensures that A(Z)™ is isomorphic to the (m¢, S)-adic henselization of
Oc¢|S]. In particular, A(Z)* is a local ring and can be written as a filtered colimit A(Z)" = colim;c; B; such
that each B; is the localization of an étale Oc[S](m,5)-algebra at a maximal ideal lying over the maximal
ideal of Oc[S](me,s)-

Suppose 0 # f € Np>1@w™A(Z)", then f comes from an element 0 # f; € B; for some i € I. Since
B; — A(Z)™" is faithfully flat, we conclude that @w"A(Z)* N B; = @w"B,. Therefore, 0 # f; € Ny>1@™B;. So
it suffices to show that each B; is w-adically separated. We pick one and rename it as B.

Now B is a localization of an étale Oc[S]-algebra, so B[ L] is noetherian. Therefore, [FK18, Cor. 0.9.2.7 and
Prop. 0.8.5.10] imply that B is w-adically adhesive (see [FK18, Def. 0.8.5.1]). We note that J := N,>1w"B is
a saturated ideal of B (because w is a non-zero divisor in B). Thus [FK18, Prop. 0.8.5.3(c)] implies that J is
finitely generated. Since also J = w - J and w lies inside the maximal ideal of B;, Nakayama’s lemma [SP24,
Tag 00DV] ensures that J = 0.

For the last sentence, first let us scale f by multiples of @ so that it lies in A(Z)". Then max{n | f e
w" - A(Z)"} exists because A(Z)" is w-adically separated. Denote this number by ng, then "0 f does the
job. O

The following lemma is certainly well-known to the experts, however, it seems difficult to find a reference
in the existing literature. For this reason, we spell out the proof below:

Lemma 5.5.5. Let m € O¢ be a pseudo-uniformizer such that Oc /() shares the same characteristic’’ as

the residue field ko. Then the natural surjection p: Oc/(w) — ke admits a section.

Proof. Let F C k¢ be the prime field, [SP24, Tag 030F| implies that we can choose a set of transcendental
basis {z;}ic1, so F(z) C k¢ is an algebraic extension. Let A be the perfection”' of F[z] which can be realized
as a F[z]-subalgebra inside k¢. This induces a further inclusion Frac(A) C k¢ of A-algebras.

We choose some lifts Z; € O¢ /() of z; € ke. This defines a morphism a: F[z] — O¢/(7) such that po «
is equal to the natural inclusion F[z] < kc. Now we wish to construct morphisms 3, v, and § such that the
diagram

r Oc/()

ety >

_ 7 pl 5
Flz] — A S Frac(A) —— ké

commutes and p o d =id. We do this step by step.

First, we extend « to a morphism S. This is only an issue when k- has characteristic p, in which case
A =F[z'/?7] and Oc/(r) is a semi-perfect algebra. Therefore, we can choose compatible p-power roots Z; .

20This condition is only relevant in the mixed characteristic situation, in which case we are just saying (p) C (7).
211f char kc =p >0, then A = F[@l/poo]. If char k. = 0, then we put A = F[z].
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https://stacks.math.columbia.edu/tag/0F0L
https://stacks.math.columbia.edu/tag/00DV
https://stacks.math.columbia.edu/tag/030F
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of z; and let 8 to be the unique ring homomorphism that sends xi/pr to Z; . Then, in order to extend
to 7, we need to check that 8(a) € (O¢/ (7)) * for each nonzero a € A. This follows from the observation
that the kernel of p is locally nilpotent and p o 3 is the natural inclusion A < k¢. Thus, 8 admits a unique
extension 7.

Finally, we construct §. For this, we notice that Frac(A) is a perfect field, so the algebraic extension
Frac(A) C k¢ is ind-étale. Now the maximal ideal in O¢/(7) is locally nilpotent, hence by [SP24, Tag 0ALI]
we know it is a henselian local ring. Finally applying [SP24, Tag 08HR]| with the (R — S, R — A) there being
our (Frac(A) — Oc¢/(w), Frac(A) C k¢) here, we see that the section ¢ exists and uniquely depends on v. O

Finally, we are ready to get the desired control over the units in A(Z), in analogy with Lemma 5.1.13:

Lemma 5.5.6. We have an equality
AZ) =C0* - A(Z)H*.

Proof. We first choose a pseudo-uniformizer m € O¢ such that 7 | p if O¢ is of mixed characteristic (0, p).
Now we claim that mineec{|c| | f/c € A(Z)T} exists for any nonzero f € A(Z). First, Lemma 5.5.4
implies that we may replace f by f/m for some N to assume that f € A(Z)" \ wA(Z)*". Therefore in order
to show that the desired minimum exists, it suffices to show that A(Z)*/(7) is a free O /(7)-modules.
For this, we choose a section ke — O¢/(w) of the natural projection O¢/(7) — ko, which exists due
to Lemma 5.5.5. Since the maximal ideal of O¢/(7) is locally nilpotent, we conclude that the section
ke — O¢/(m) is integral. Therefore, [SP24, Tag 0DYE] implies that

A(Z)* /() = OclSV 5,/ () = (Oc/ @IS s, = Oc/(x) D kelS]ls,.

Since any kc-module is free, we conclude that A(Z)*/(7) is a free O¢/(w)-module as well.
Now let us define a function |—|,: A(Z) — I'c U {0} by the rule

| fly = mincec{|c| | f/c € A(Z)T}.

A standard argument using that A(Z)" /mcA(Z)" ~ k¢ [S]( ) is a domain shows that .|, is multiplicative

(see [Bosl4, p. 13] for a version of this argument). Now let f € A(Z)*, we choose some ¢ € C such that
le| = |f|,- It suffices to show that f’ = f/cis a unit in A(Z)*. By construction, |f’|,, =1 and f’ is invertible
in A(Z). Thus, multiplicativity of |.|, implies that [f'~1|, = 1 so (f')~! € A(Z)" finishing the proof. O

Corollary 5.5.7. We have

un(C) 2 Z/nZ i=0
H'(Z, pn) = H'(Spec A(Z), ) = § A(Z)*/(A(Z)*)" = A(Z)7" J(AZ) <) i=1.
0 1>2

Proof. The proof is essentially the same as that of Proposition 5.1.2. One uses that A(Z) is ind-étale over
C[S] and the Artin-Grothendieck vanishing theorem (see [SP24, Tag 0F0V]) to get vanishing in higher degrees.
Then one uses the Kummer exact sequence and Proposition 5.5.3 to get the calculation in lower degrees. [J

Corollary 5.5.8. We have H (D!, u,,) = 0 for i # 2 and a natural exact sequence
0— A(Z2)*/(A(2)*)" — HZ(D", i) — H*(PH**, py,) = 0

Proof. The first claim follows directly from Proposition 5.1.5 and Corollary 5.1.7. The second claim follows
directly from (5.5.1), Proposition 4.1.6 (vi), and Corollary 5.5.7. O

5.5.2. Beginning of the proof. In this subsubsection, we show that Theorem 5.4.2 holds for the open immersion
j: D! < PLa% up to an invertible constant A € Z/nZ>. In the next subsubsection, we will show that this
constant must be 1 due to some cycle class considerations.

We start the proof by relating the short exact sequence in Corollary 5.5.8 to the one in Proposition 5.1.5.
For this, we recall that Z can be realized as the closed subset of D'(c0)(]S| < 1) C D*(c0) and we denote
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by x4 the unique (rank-2) point of [D1:¢(0)| . [D'(0)| (see Lemma 4.2.2) . We now consider the following
commutative diagram?? of pseudo-adic spaces:

— _— + )

(Spa(k(m+),k(m+) ), zq ) — (Dl’C(O),m+)

(5.5.9) la lﬁ
(Dl(oo), Z) - (Plv‘fm, Z).

By [Hub96, Prop. 2.3.7], the horizontal morphisms are equivalences on the associated étale topoi, so they do
not change cohomology.

_—h
Now the morphism « (due to Example B.3.3) induces the natural morphism A(Z) — k(x4) such that the
——t,
image of A(Z)* lands inside k(z,) . After inverting w, we denote the induced morphism by
_——h
Res: A(Z) — k(z4) .

Proposition 5.5.10. There is a commutative diagram between two natural eract sequences

0 A(Z)X/(A(Z)X)n — HE(D17HTL) — H2(P17ana,un) — 0

| Jre J

_——h,x

0 —— C(T)* /(C(T)*)" —— @h’x/(um ) — D) —— 0.

Proof. The upper short exact sequence comes from Corollary 5.5.8. The lower short exact sequence comes
from Proposition 5.1.2; Lemma 5.1.12, Proposition 5.1.5, and Corollary 5.1.7. Now the diagram of étale topoi
below

D}, —— DL +—— _(Dva,m)ét e~ (Spa(@,@+),x+)ét]

ook b

D}, — PL™ (Pl’a“,Z) = (D4, 2) ]
ét ét

and Theorem B.3.5 gives rise to the following commutative diagram of exact triangles

RI'.(DY, ) —— RO(PY™ 1) ——— RI(Spec A(Z), pin)

J/rcs lres

_——_h
Le(D, i) —— RO(D, ) —— RT(Speck(es) ).

This yields the desired commutative diagram upon passing to cohomology and observing that RT'(D¢, u,,) ~
RI(DY, uy,) (see Proposition 5.1.2). O
Now we are finally ready to start the proof of Theorem 5.4.2 for the open immersion D! — P12,

——h,x #o @y
Lemma 5.5.11. The composition A(Z)* —> Res, k(zy) T4 7 s zero.

Proof. By Lemma 5.5.06, it suffices to show that the composition is zero on C* and A(Z)**. The composition
is zero on C'* by construction. To deal with the elements of A(Z)™ >, we observe that Res maps them to the

—4,hy\ X
elements in (k(x+) ) (see the discussion before Proposition 5.5.10). Therefore, the whole valuation v,

vanishes on these elements. O

22Here, we implicitly use [AGV22, Lem. 4.2.5 and Prop. 4.2.11] that ensures that [D:¢| coincides with the topological closure
of D! inside P12",
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Corollary 5.5.12. Let j: D! < P12 be the standard immersion. Then there is an invertible constant
X € (Z/nZ)* such that the diagram

12 (6 (1))

(D', ) L (PN )

Z/nZ
commutes.

Proof. First, we note that Remark 5.1.11 ensures that tp: is surjective. Furthermore, Proposition 5.5.10

ensures that the étale trace H? (tr‘;-t(l)) is surjective, while classical algebraic theory ensures that t;l’fan is an

;‘J%m o H? (trét(1)) is also surjective.

Now Proposition 5.5.10 and Lemma 5.5.11 imply that 3, vanishes on the image of A(Z)* in H2(D", u,,).
Therefore, Proposition 5.5.10 ensures that the analytic trace map factors through the surjection

isomorphism. This implies that the composition ¢

HZ (68" (1
H2(D', 1) == D) g2 plan ),y o 707,
Since both tp:1 and tia:,lfan ) Hf (tr?t(l)) are surjective and factor through can, we formally conclude that they
must differ by an element Aut(Z/nZ) = (Z/nZ)*. This finishes the proof. O

5.5.3. End of the proof. In this subsubsection, we finally finish the proof of Theorem 5.4.2 in the case of the
open immersion j: D! « Plan,

We note that Corollary 5.5.12 implies that the only thing we are left to do is to pin down the constant A. This
will be done via cycle class considerations. For this, we recall that, for each classical point a € O = D(C),
we can attach the localized cycle class in H2(D?, u,,) and the compactly supported cycle class in H2(D*, 11,,)
(see Definition 3.1.4 and Definition 3.5.2 respectively). To clarify the exposition in this subsubsection,
we denote the localized cycle class by cEB? (a) € H2(D', 41,,) and the compactly supported cycle class by
clpi(a) € H2(D!, u,,); they are related via the natural map H2(D!, pu,,) — HZ(D?, ).

In order to verify A = 1, we will show that ¢{p: and t;l%an o H? (tr?t(l)) are both equal to 1 when evaluated
on the cycle class of any point a € D'(C) = O¢.

Proposition 5.5.13. Following the notation of Corollary 5.5.12, we have t;lfan (Hz (tr?t(l)) (c€D1(a))) =1
for any a € Oc = D*(C).

Proof. Lemma 3.4.1 and Lemma 3.5.3 imply that it suffices to show that ¢p: (¢fp1(a)) = 1, where tp:1 is the
schematic trace map and cfp: is the schematic cycle class. This is classical and follows from the equality

tp1 (cfpi(a)) = deg Opi(a) = deg Op:(1) = 1. O
Now we compute the analytic trace map applied to clpi(a). We start with the following preliminary

lemma:

Op1

_——h,x _———h,x\n
Lemma 5.5.14. The cycle class clpi(a) is the image of (T —a)~" under the map k(z ) /(k(au) ) —
H?(D', u,,) from Proposition 5.5.10.

Proof. We consider the open immersion j: D! \ {a} < D! and the closed complement i: {a} < D!. Then
we apply [SP24, Tag 05R0] to the following commutative diagram (with distinguished rows and columns)

i Ri' i, fin Ryjupin
i Ri'Gp G, Rj.Gn

T

i.Ri'G,, m Rj.Gn
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to conclude that the diagram

H(D' < {a},G,,) — H}(D',G,,)

l |

H'(D' \ {a}, pn) —— H2(D', 1)

is anti-commutative. Following Definition 3.1.4, we see that the localized cycle class ¢35 (a) € H2(D', i)
is the image of (T' — a) going through the right top corner. Hence if we instead go through the left bottom
corner, it then becomes the image of (T —a)~?.

We denote by j¢: D' < D¢ the open immersion of D! into its universal compactification, we denote its
closed complement by i¢: {x} < D¢, We also denote by j: D¢\ {a} — D' the natural open immersion,
and its closed complement by i: {a} — D%¢. Then we have the following commutative diagram of pseudo-adic

spaces:
{a} —— D! «L — D' {a}

| b

{a} % Dl,c J Dl,c N {a}

. I

D' 1 D« {z,}.

This induces the following commutative diagram of distinguished triangles in D(Dét’c; Z/n7Z):

£CCy%

RjS i Ri' j* pin — RS j i —— R Riu 5° 5" pin

1 1 w

(5.5.15)

- T’ N .
I3 fn (ST

= —
where the top left vertical map is an isomorphism due to the observation that Ri ~ Ri'j®* and Rj¢i, ~ i,.
Now we apply the derived global sections to (5.5.15) to get the following commutative diagram of distinguished
triangles:

RI, (D', y,) —— RI(DY, p,) —— RI(D! \ {a}, un)

resTZ reSTZ YSST?

(5.5.16) RT, (D", ) — RI(DY, p,) —— RODY . {a}, pn)

| H e

RFC(Dl,,un) — RF(DLC:NTL) — RI'({z4}, pn)-

(5.5.15) implies that the left top vertical map in (5.5.16) is an isomorphism. Furthermore, Proposition 5.1.2
ensures that the middle top vertical map is an isomorphism. Therefore, the same holds for the right top
vertical map as well.

One checks easily that the composition of the left column agrees with the map RI',(D?, j1,,) — RT (DY, u,)
appeared before Definition 3.5.2 (with the ¢ being 1). Using the Kummer exact sequence and (5.5.16), we get
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the following commutative diagram:
HO(Dl ~Aa}, Gp) —— Helét(Dl ~Aal, pn) —— HZ(D17M7L)

resTZ rest resTZ

(5.5.17) H (D"~ {a},G) —— H'(DY \ {a}, ) —— HZ (D, pun)

Jre [ J

_—h
HO(Speck:(Ju) ,Gp) — Hl({x+},un) _ Hg(Dl,,un).

Here the left squares are the boundary maps coming from the corresponding Kummer exact sequences,
and the right squares are the corresponding boundary maps of the distinguished triangles in (5.5.16). In
particular, using the inverse of the top right vertical map, the right column sends localized cycle class
iS5 (a) € H2(D*, 1y, to the compactly supported cycle class cpi(a) € H2(D?, py,).

Using first paragraph, we see that the compactly supported cycle class c/p,, ({a}) is the image of (T — a)
under the composite of maps where we start at the top left corner of (5.5.17) and go right-right-down-
down to the bottom right corner. Since the invertible function (7' — a)~! on D! \ {a} extends to the
invertible function (T'— a)~! on D*¢ \ {a}, (5.5.17) shows that c¢/p:({a}) can be obtained from (T —a)~! €

-1

——h,x

_———h :
H°(Speck(xy) ,G,,) =k(zy) by composing the two bottom horizontal arrows. This finishes the proof. [J
Corollary 5.5.18. For any a € Oc = D*(C), we have tp1 (clpi(a)) = 1.

Proof. Using Lemma 5.5.14 and the definition of tp: (see Definition 5.1.10), we conclude that
tpr (clpi(a)) = #ov,, (T —a)™h).

Using the explicit formula for v, from Lemma 4.2.2 and the implicit negative sign in the definition of # (see
Warning 2.2.9), we easily conclude that tp: (CEDl (a)) =1 for any a € O¢. O

We have finally arrived at the following statement.
Theorem 5.5.19. Following the notation of Corollary 5.5.12, we have A = 1.
Proof. Corollary 5.5.12 implies that it suffices to show that there exists an element € H2(D?, u,,) such that

(5.5.20) tpi(z) = 1 = tpran (HZ (125 (1)) (2)).
Now we note that the combination of Proposition 5.5.13 and Corollary 5.5.18 ensures that (5.5.20) holds for
x = celpi(a) for any a € O¢. O

We recall that, for an algebraic smooth connected curve X over C, the cycle class of a point clx(a) €
H2(X, p,,) generates H2(X, y1,,) and is independent of the point a € X (C). It is natural to wonder if the same
thing happens for a smooth affinoid connected curves over C. We show that this hope fails already for the
closed unit disk:

Lemma 5.5.21. Let C be an algebraically closed nonarchimedean field of mized characteristic (0,p). Let
a,b € DY(C) = O¢ be two classical point with corresponding cycle classes clp1(a), clpi(b) € H2(DY, ) for
some integer r. Then

(i) If |b—a| =1, then clpi(a) # clp1(b).

(i) Ifb—al <|p"- (¢ — 1), then clpi(a) = clpi(b).
In particular, Hf (DY, wp) is infinite and its cardinality is at least cardinality of the residue field ke = Oc /mc.

Proof. Since the statements are unchanged under automorphisms of D!, we can assume that b = 0. Then

Lemma 5.5.14 ensures that clpi(b) — clpi(a) is given by the image of =2 1 — % under the map

—h,X X\ P
k(zy) /(k(m+) ) — H2(D!, ). Proposition 5.1.5 and Lemma 5.1.13 imply that we have the exact
sequence

i _——h,x

(1+mcT(T)) x (l@h’x)p — k(ry)  — H(De, pyr) — 0.
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. . /\h,)( pT
We are now reduced the question when 1 — % comes from an element in (1 + meT(T)) x (k(a:+) ) )

depending on the norm of a.
The explicit description of the valuation v,, for the point 2, (see Lemma 4.2.2 and Lemma 4.3.6 (ii))

— +,h\ X _—— +.,h\ X
implies that 1 — & € (k(;r+) ) and 1 + mcT(T) C (k(az+) ) . Combining these two observations,
we see that the question is now further reduced to when the element 1 — 7 comes from an element in

(1 +ch<T>) « <®+,h> x,p"

For statement (i), note that Lemma 4.3.6 (ii) and [SP24, Tag 0DYE] imply that
——+,h —
k(zy)  [mck(zy)

Under this quotient, the set (1 + ch<T>) is projected to 1. Thus, it suffices to know that 1 — % is not a
p-th power in k¢ [Tﬁl]}(‘T,l) whenever @ # 0 in k¢, which can be seen once one further completes with respect
to T—1. .

To prove statement (ii), we use that + € k(z4) by virtue of Lemma 4.3.6 (ii). Therefore, it suffices to
show that the power series

-8 S () () ) ()

——— +h
converges p-adically to an element in k(zy) . In other words, we need to show that the additive p-adic

+,

h
~ Ol};ic’oo ~ kC[T_l]?Tfl).

valuation ordp((p?)(—a)i) — o0 as ¢ — 0o. For this, we note that this p-adic valuation equals

ord,(a)i — ri — ord, (i) = ord,(a)i — ri — Z li/p™] > (ordp(a) —r— p%l)l

Our assumption on a implies that ord,(a) > ord, (p"- (¢, —1)) =r+ p—il. Therefore, (ord,(a)—r— p%l)z — 00
as ¢ — 00. This finishes the proof. O

Remark 5.5.22. It would be interesting to know if the distance inequality in Lemma 5.5.21 (ii) is sharp.

Following a suggestion of Scholze, we also show that H? (D§, p1p) is not generated by cycle classes when
C' is an algebraically closed nonarchimedean field of mixed characterstic (0,p). For this, we first need the
following lemma:

Lemma 5.5.23. Let C be an algebraically closed nonarchimedean field of mized characterstic (0,p) with
mazimal ideal m C O¢ and residue field k :== Oc/m. Let D}, = Spa(C(T), Oc(T)) be the closed unit disk with
coordinate T and let x4 be the unique (rank-2) point of Délc ~D}. Then there is a canonical isomorphism

(k(a: )h)O N h 1
(5.5.24) W;)h)o ~ (Op} o) (1) [F}
k(x + Opl,oo

Proof. Lemma 4.3.5 and Lemma 4.3.6 (ii) show that (m,zt)l) ~ =y ~ k. In particular, (m,T71) is the

maximal ideal in k(x4 )". By the construction of henselizations, (m,7~!) remains the maximal ideal in
k(zy)" P, Since T € k(z)°, we conclude that T~ is invertible in (k:(x+)h)o. Therefore, there is a natural
morphism (k(z;)"") [7<] — (k(z4)")°. We claim that this is an isomorphism. A combination of [FK18,
Prop. 0.6.2.9 and Prop. 0.6.3.1] implies that (k(x+)h)o is the unique rank-1 valuation subring of k(z, )"
containing k(z4) ™", so we only need to show that (k(zy)™") [
note that (k(a:+)+’h) [Tl_l] is a valuation ring of rank < 1 because it is a non-trivial localization of a valuation
ring of rank 2. Therefore, it suffices to show that (k(z)™")[7=1] is not a field. Now [SP24, Tag 0DYE] and
Lemma 4.3.6 (ii) imply that

] is a rank-1 valuation subring. First, we

E(z)HP) [ 1
(5.5.25) m(. ((k(i)%)h[)T[Tl]l] ~ (Op: Oo)?T_l)[—_} £0.
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Hence, we conclude that (k(z4)™")[71r] is not a field, and so (k(z4)™")[7] ~ (k(x+)h)o. Finally,
(5.5.24) follows formally from this isomorphism and (5.5.25). O

Before we show that H?(Dl, p) is not generated by cycle classes, we need another technical lemma from
algebraic geometry. In what follows, given a smooth connected k-curve C, we denote by k(C') the field of
rational functions on C. Likewise, we denote by k(T~") = (Op1 ) [7r] = Frac(Op: ) the field of rational

functions on P} and by k(T—1)P == (OPi’oo)?T,l) [727] its “henselization”.

Lemma 5.5.26. There is an element f € k(T~Y)" satisfying f? — f = T~ such that there is no expression
of the form

f=ad’-b
with a € k(T~H" and b € k(T1).

Proof. We consider the Artin-Schreier map a: Cy := P}, — Cy :== P} given by [X : Y]+ [Y? : XP—XYP~!]in
homogeneous coordinates. We denote by x the “coordinate” on Cs, then it satisfies the equation 2P —z = T—!
in k(C2). The map « is étale at co € Cy(k), the vanishing locus of the rational function z is exactly
0 € C3(k), and a(0) = oco. Therefore, we conclude that there is a natural map of Op: o, ~ Oc,, c-algebras

Oc,0 — (Ochoo)?T,l). Consequently, we get the field extensions

E(T™Y) ~k(Cy) C L:=k(Cy) C k(T~1)h.

We claim that f:=x € L C k(T~1)! does the job. Indeed, suppose there are a € k(T~1)® and b € k(T 1)
such that x = a? - b. We first show that a € L. For this, we observe that a? = § € L, so the extension
L C L(a) is purely inseparable. On the other hand, L C k(T~!)" is separable algebraic by construction, so
L C L(a) must also be separable. Combining these two observations, we obtain L = L(a). In other words,
ac L.

Now suppose x = a? - b with a € L and b € k(T~1). Since « is invariant under the action of Z/pZ on Cy
by usual translations, we conclude that ordy(b) = ord; (b) where we consider b as a rational function on Cs
(via the natural inclusion k(C7) — k(C3)). Therefore, we deduce that

1 = ordy(z) — ord; (x) = p(ordy(a) — ord (a))
is divisible by p. This is clearly absurd, so no such a and b exist. O
We are finally ready to show the promised result:

Lemma 5.5.27. Let C be an algebraically closed nonarchimedean field of mized characteristic (0,p). Then
Hi (D¢, pp) is not generated by the cycle classes of points.

Proof. First, we note that the explicit description of x; from Lemma 4.2.2 implies that its unique rank-1
generalization is the Gauss point 7 € D},. Consider the rank-1 valuation v: k(z4)" — I',,U{0} that corresponds
to the valuation ring (k(24)")°. The observation above implies that the composition Frac(C(T)) — k(x4 )" =
I', U {0} is equivalent to the usual Gauss norm on Frac(C(T)).

Proposition 5.1.5 and Lemma 5.5.14 (and Theorem B.2.1 to get rid of completions) imply that it suffices to
show that the natural morphism

(Frac C(T)) s k(x> /p

is not surjective. By virtue of Lemma 5.5.23, we can lift the element f from Lemma 5.5.26 to an element
F e (k(amr)h)o’X C k(z4)™*. We claim that its image F € (k(z4)") * /p does not come from (Frac C(T)) 8

Suppose otherwise. Then we have an expression

(5.5.28) F=A".B

with A € k(z4)® and B € Frac(C(T)). Since F € (k(a:+)h)o’x, we conclude that v(F) = 1. Furthermore,
since the restriction of v to Frac(C(T)) is equivalent to the Gauss norm, we can find a scalar ¢ € C* such
that |¢| = v(B). Therefore, we can replace A and B by ¢'/? - A and B/c to assume that v(B) = 1 (and then

v(A) =1 as well). Consequently, we may assume that (5.5.28) is an identity inside (lc(zlc+)l“)C)’X
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Now consider the reduction morphism r: (k(x+)h)o — k(T~Hh: (OP1,OO)(T 1 [ 77| from Lemma 5.5.23.

We claim that r(Frac(C(T))y<1) C k(T"). Indeed, it suffices to prove the claim for Oc(T) where it is clear
because the restriction of v to Frac(C(T')) coincides with the Gauss norm. Therefore, after applying r to
(5.5.28), we get an expression

f=a’-b

with a € k(T~1)" and b € k(T~1), which is impossible due to Lemma 5.5.26. O

5.6. Compatibility with the algebraic trace map: general case. The main goal of this subsection
is to prove Theorem 5.4.2 in full generality. We recall that Theorem 5.5.19 already proves the result for
the standard open immersion D! < P13", In the general case, our strategy is to use the refined version of
Noether normalization from Lemma 4.1.7 to reduce the general case to the case of the disk. In order to run
these reductions, it will be convenient to introduce some definitions:

Definition 5.6.1. A pointed semi-stable formal Oc-curve (Z7,{x1,...,x,}) is a pair consisting of a rig-smooth
connected semi-stable proper formal Og-curve 2" and a finite non-empty set of closed point {z1,...,z,} C
| 2| = | Zs|. We denote by j,: % — £ the unique open formal Oc-subscheme with special fiber %, s =
Zs~A{x1,...,zn}

Remark 5.6.2. We note that [Zav24b, Lem. B.12| ensures that 2, is connected for any pointed semi-stable
formal O¢-curve (27, {x1,...,2,}). Furthermore, Proposition 4.1.6 (i) then implies that %, is always
affinoid.

Definition 5.6.3. A pointed semi-stable formal O¢-curve (27, {x1,...,2,}) is trace-friendly if the diagram

H2 (tr“ ”(1))

alg

s Hn)

Z/nZ

Hg(% 2(%174‘71)

commutes.
Example 5.6.4 (Theorem 5.5.19). The pointed semi-stable curve (f’}gc, {o0}) is trace-friendly.

Our first goal is to show that every pointed semi-stable curve is trace-friendly (Theorem 5.6.13). This will
be the hardest part in our proof of Theorem 5.4.2. Before we start showing this claim, we need to introduce
some further notation:

Notation 5.6.5. Let (27, {x1,...,2,}) be a pointed semi-stable formal O¢-curve. Then, for each smooth
(resp. nodal) point x;, let Z,, C % . be the pseudo adic space consisting of the unique rank-2 point {u;} in
U,y , (resp. the two rank-2 pomts {vl} U{w;} in % ,) from Remark 4.3.10.

We note that Lemma 4.3.6 (iv) together with Lemma B.1.12 and Theorem B.2.1 imply that |7, |\ %] =
LI, Z, and that

RT(% N Uy,s fin) ~ Rr(ﬂ Zx,”un) :éRF(ZWun)
i=1 i=1

——h ——h ———h
z( @D  Rr(Speck(u) wn)) ea( P  Rr(Speck(vi) . pun ) ® RT (Speck(w,) ,un)),
i zEex™ i|zexsmE
where we treat %, \ % and Z,, as pseudo-adic spaces inside %, ,. With this notation, the boundary

morphism s, frorn Proposition 5.1.5 has the form 0, , : @, Hl( s tin) — T2 (U fhn)-
The next two results form the core of our proof that every pointed semi-stable formal Oc¢-curve is
trace-friendly.
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Lemma 5.6.6. Let (2 ,z) = (2 ,{z1,...,2,}) be a pointed semi-stable Oc-curve. For each 1 < m < n, let
(Z,2))=(Z,{z1,...,2m}) be a pointed semi-stable Oc-curve obtained by forgetting the last n — m marked
points. Then the diagram

@Hl(zmmﬂn S L @H zqaﬂn
=1
O , 94 -
l e 2 (u (1) l e

Hg(%y,m fin) —————— H?z(%@m Hn)

commutes, where incl is the evident inclusion morphism and H? (tr?? (1)) is the étale trace coming from the
z,m
open immersion jy ¢ Uy — U z-

Proof. In this proof, all spaces are regarded as pseudo-adic spaces; see Appendix B for the necessary definitions
and results. By the discussion before this lemma, we have canonical isomorphisms

@H zlaﬂn Hl(%c \%mnulufn and @H a:lalufn Hl(%ig \%x M )

Step 1. We recall the definitions of a%,m, O, ,, and can. Consider the following diagram of inclusions:

Uy — Uy

Uy — Uy
Using the triangles for both compositions from the top left to the bottom right, we obtain the following
commutative diagram:

RT (%, pin) —— RU(UE s i) —— RS Yy 1in) —2— R (% s pi)[1]

| | H

(567) RFC(%LUHU%) —_— RF(% na;ufn) I RF(%;Q N %m o M ) L) RFC(%anﬂn)[l]
ch(trj’ﬁ (1))l

5l RT, (trj?y (1) [1]l
Loyt s pin) — RI(% n,un) —_— RF(%;,, N Uyt s i) —— RE (U ), pon)[1]

03

By the very definition, we have

Ou,, =H"(61), O, = H'(63), and H? (tr?i ”(1)) = Hl(RFC(trjiz y n(l))[l]).

Step 2. We express incl in more geometric terms. Next, in order to get our hands on the morphism incl,
we need to understand the space %5 N Uy, better.

First, we note that %C a N Uy, decomposeb as a set into the disjount union (%C N Uyt ,,) (%I Uy ,,).
Clearly, %y ,, ~ Uy 5 13 closed in %, ~ ?/q”,, but we claim that it is also open. Indeed, [SP24, Tag
0903] ensures that it suffices to show that Uy, ~ Uy y 1s stable under generalizations in %5, ~\ %y -
Equwalently, we need to prove that for each i = 1 ,m, the (unique) rank-1 generalization (;f points in

Zy, lies in %, . This follows from the fact that these rank-l generalizations correspond to generic points
of the special fiber (see Lemma 4.3.6).Therefore, we conclude that %;,717 \ %y, n has a clopen decomposition

(U~ U ) U (U oy~ U,
Thanks to this decomposition, Lemma B.1.12 ensures that we have a canonical isomorphism

RI(%yg N Uy in) = RU( X ) N Ut s i) © RY (Ut g N Uiy pin)-
This implies that the map S from (5.6.7) admits a canonical section

v RU(Us ) N Ut gy pin) — RU(WUyr 3y N Ut 1y in) © R (Ut iy N U s pin) = RU( W g ) N U s bin)
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such that the composition « o ¢ coincides with the map

éRF(Zﬂ?u :U’TL HlCl @RF xﬂﬂn
i=1

R 1R
RT (% 5y~ U s i) FSLUIN RU(%s ) N U,y in)
where incl is induced by the inclusion | |!* | Z,, — ||, Zs,. In particular, we conclude that the composition
H'(a) o H' (1) = incl,
where incl is from (5.6.7).
Step 3. End of proof. Now the result follows by applying H! to the following sequence of equalities:

d3=0d30pfo0r= RFc(tr?F (1)1 edror= RFC(trjé-? (1))[1]ed10aou. O

Corollary 5.6.8. Let 2" be a rig-smooth connected semi-stable proper formal Oc-curve, and let {x1,...,x,}

and {y1,...,ym} be finite non-empty sets of closed points in Z5. Then the pair (£ ,{x1,. .., Tn, Y1, Ym})
is trace-friendly if and only if both (2 ,{x1,...,zn}) and (2 ,{y1,...,ym}) are so.

Proof. Denote by %, (vesp. %, resp. %) the open “complement” of {z1,...,zm} (vesp. {y1,...,Ym},
resp. {T1,.- s Tm,Y1,---,Yn}) in 2. We also denote by jwy Up,y — Uy (resp jwy Uy — Uy) the

canonical open immersions and by Z,, (resp. Z,,) the pseudo-adic spaces from Notation 5.6.5 applied to
(2 {z1,...,xn}) (vesp. (2, {y1,--- Um}))- Then Lemma 5.6.6 implies that the diagram

m

@ H s Mn 1nc1 @ Hl s ,U/n ® @ Hl (Zyj 7 Mn) 1ncl” @ Hl yJ ’ ,U%
j=1
(1)) Jam.y,n 2 (tr?}, (1)) Jadlyvn

HE(%xyy ns Hn) — Hz(%&m [in)
J{Hz (trJI ) n(1))

HQ(%nv/in)

S
(5.6.9) H (6157,
HE (U 1n) —

( Jy 77(1))

H2 (n;; n(1))

commutes. Since the top vertical arrows in (5.6.9) are surjective by Proposition 5.1.5, and the images of incl” and
incl” generate the group @, H'(Z,,, ,LL”)EBEB;":l Hl(Zyj , n), we conclude that (27, {x1,...,Tn, Y1, -, Ym})
is trace-friendly if and only if

(5.6.10) 658 o H2(0eS (1)) (f) = ta,, (f) for
(5.6.11) f€Im(9y,,, ° incl’) and
(5.6.12) f €Im(0u,,,, © incl”).

Using (5.6.9) and the definition of the analytic trace map (see Definition 5.1.10), we conclude that Equa-
tion (5.6.10) for f as in (5.6.11) is equivalent to (27, {x1,...,z,}) being trace-friendly, while Equation (5.6.10)
for f asin (5.6.12) is equivalent to (2", {y1,. .., Ym}) being trace-friendly. Combining these results, we get that
(2 Ax1, - Tny Y1, -+, Ym ) s trace-friendly if and only if both (27, {x1,...,2,}) and (27, {y1,...,ym}) are
SO. O

Theorem 5.6.13. Let (27, {x1,...,2,}) be a pointed semi-stable formal Oc-curve. Then it is trace-friendly.

Proof. By Corollary 5.6.8, it suffices to prove the claim after replacing (27, {z1,...,z,}) with

(Z {21, Ty Tppt1, - - - ,xm}) for any set of closed points ©p41,...,Zm € Zs. Therefore, we may and do
assume that each irreducible component of 2 contains at least one point from the set {x1,...,x,}. In this
situation, Lemma 4.1.7 and Lemma 4.1.2 imply that we can find a finite flat morphism h: 2, — P1*" such
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that h=*(D') = %, ,,. We denote by h': %, — D" the restriction of h and by j: D! < P11 the natural
open immersion. Consider the diagram

2 (. 6t alg
HY (tr]@,n (1)) e

Hg(%g,m,un) Hz(%na,ufn)

(5.6.14) JHgmh,) JH(M/
tpl,an

H2(tré* (1
2D ) — O pren ),

Z/nZ.

where try, := try, ,,, and try, = try ,, are the finite flat trace maps from Theorem 2.5.6. Then Theorem 2.5.6 (
implies that the left square in (5.6.14) commutes, while Theorem 2.5.6 (7) and [SGA4, Exp. XVIII, Th. 2
and Prop. 2.10] imply that the right triangle commutes. Therefore, we conclude that Theorem 5.5.1
Theorem 5.2.7, and (5.6.14) imply that

t?gl o H? (trf-;n(l)) = ti‘)l%a,, o H? (trﬁft(l)) o H2(trps) = tpr o H2(trp) = toye -

In other words, (27, {z1,...,z,}) is trace-friendly. O

3)
9
9,

Finally, we are ready to give the full proof of Theorem 5.4.2:

Proof of Theorem 5./.2. First, we can clearly assume that X is connected. Then Proposition 4.1.6 (iv) implies
that X C X is the adic generic fiber of 2~ C 2°¢, where Z°¢ is a semistable connected proper O¢-curve and
Z is an open formal subscheme of Z7°.

Now we consider the open subscheme %, = 2.° \ Z,, and denote the corresponding open formal Oc-
subscheme of Z°¢ by %'. We also denote its rigid generic fiber Y. By construction, % and 2" are disjoint in
Z'¢ (so X and Y are disjoint as well), and (# U 2"), C Z° is dense.

Now we note that XY = (Z'U%),, is affinoid due to Proposition 4.1.6. Therefore, validity of Theorem 5.4.2
for the inclusion X UY C X implies validity of Theorem 5.4.2 for both X € X and Y C X. Therefore, we
can replace X with X UY to assume that Z, C £ is dense.

Let (21,...,2,) be the finite non-empty set of points of | 2|\ |Z5|. Then (Z°¢, {x1,...,2,}) is a pointed
semi-stable O¢-curve and %, = X (see Definition 5.6.1). Therefore, Theorem 5.4.2 for the inclusion X C X
follows directly from Theorem 5.6.13. O

6. THE TRACE MAP FOR SMOOTH MORPHISMS

In this section, we discuss the trace map for separated taut smooth morphisms between locally noetherian
analytic adic spaces for constant coefficients and use it to revisit the behavior of lisse complexes under smooth
proper pushforwards. In Section 7, we will then deal with traces for dualizing complexes along maps of
rigid-analytic spaces. Throughout, we fix a positive integer n and set A := Z/n.

6.1. Construction. We begin with the construction of smooth traces, loosely following the strategy in [SGAA4,
Exp. XVII| and [Ber93, § 7.2] by reducing to the case of curves. Even though our eventual Poincaré duality
statement in Theorem 6.4.1 uses smooth proper morphisms, for our construction of the smooth trace it will
be vital to allow nonproper morphisms as well.

Theorem 6.1.1. There is a unique way to assign to any separated taut smooth of equidimension d morphism
f: X =Y of locally noetherian analytic adic spaces with n € Oy a trace map try: Rfi Ay (d)[2d] — Ay of
complexes on Yy, satisfying the following properties:
(1) (compatibility with compositions) For any two morphisms f: X =Y and g: Y — Z as above of
equidimension d and e, respectively, the following diagram is commutative:

trgor

R(go f)iAx(d+e)2(d+e)] Az

t .

Ro:(RAAx (@)[2d]) ® Ay ()2¢]) "LV Ry, Ay () 2]
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(2) (compatibility with pullbacks) For any pullback diagram
X L x
s
v 2y
in which f and f' are separated taut smooth of equidimension d as above, the following diagram is
commutative (with the top row induced by the base change map from [Hub96, Th. 5.4.6]*%):

9 RfiAx (d)[2d] —— RS/ Ax.(d)[2d]

J{g* try ltrf/

gy ————— Ay
(3) (compatibility with the étale traces from Definition 2.5.10) If f is étale, then try is given by the counit
RfiAy ~ f!f*AY — Ay

of the adjunction between fi and f*.

(4) (compatibility with algebraic traces) If f is the structure morphism Péan — Spa(C,O¢) for some
complete, algebraically closed nonarchimedean field C, then try is identified with the algebraic trace
from Definition 5./.1.

For the general construction of trace maps, the following lemmas will turn out to be useful.

Lemma 6.1.2. Let f: X — Y be a separated taut smooth of dimension d morphism between locally noetherian
analytic adic space. Then Rfi Ay (d)[2d] lies in DS%(Ye; A). In particular, RoFom(Rfi Ay (d)[2d], Ay ) lies in
DZ%Yg; A), and every morphism Rfi Ay (d)[2d] — Ay uniquely factors as the composition

RSt Ay (d)[2d] T R2Lfy Ay (d) — Ay

Proof. Note that by [Hub96, Prop. 1.8.7 ii)] dim.tr(f) = d. The lemma now simply follows from the fact
that Rf has cohomological dimension < 2d; see [Hub96, Prop. 5.5.8]. O

Lemma 6.1.3 (Gluing trace maps locally on the source). Let f: X — Y be a separated taut smooth of
dimension d morphism between locally noetherian analytic adic spaces. Let X = J;c; Us be an open cover
for which the corresponding open immersions U; — X are taut. For all 1,7’ € I, let j;: U; — X and
Jiri: Uy = U; NUy — U; be the natural open immersions. Let trjé-:,i be the corresponding étale traces in
the sense of Definition 2.5.10 and let f; := f|U¢ be the restriction of f to U;. Assume there exist maps
7t Rfi) Ay, (d)[2d] — Ay such that for all i,i" € I, the diagram

. Rfi (x5!, (d)[2d])
(Rfi,l o] ji,iy!)AULi/ (d) [Qd] Rfi,! AU,; (d) [Qd]

(6.1.4) \ Ay

Ry 0 gir 1) Ay, (d) [2d]

Rfur (05, (d)[2d]) foi By, (@2
commutes. Then there exists a unique map 7: Rfi Ax(d)[2d] — Ay such that for all i € I the following
diagram is commutative:

Ry (tr§t (d)[24])

Rfiy Ay, (d)[2d] Rfi Ax(d)[2d]

23We warn the reader that the base change map is not always an isomorphism unless n is invertible in Ot.
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Proof. For any finite subset J C I, let Uy := (), ; U; and fr := f|UJ be the restriction of f to Ujy. Note that
giving a map Rf 1 Ay, (d)[2d] — Ay is equivalent to giving a map R?*!f;y Ay, (d) — Ay due to Lemma 6.1.2.
By [Hub96, Rmk. 5.5.12 iii)], we have a spectral sequence

Ef = @ RUsAy, = RFFIfA,.
Jcr
[J|==p+1
Since the R f; have cohomological dimension < 2d [Hub96, Prop. 5.5.8], the associated abutment filtration
for the antidiagonal p + ¢ = 2d reduces to an isomorphism

R fi Ax(d):coker( D Rr*fir AUW(d)%@RQdfi,!AUi(d))

{i,i"}CI iel

and the 7; assemble to a map 7: @,;c; R*'f;1 Ay (d) — Ay. On the other hand, the assumption on the
commutativity of (6.1.4) guarantees that 7 factors uniquely through the cokernel, so we win. O

Lemma 6.1.5. Let Y be a locally noetherian analytic adic space and let a,b: F — G be two morphisms of
étale sheaves on'Y . Assume that G is overconvergent (in the sense of [Hub96, Def. 8.2.1]) and that az = by
for every geometric point : Spa(Cy, Oc,) — Y of rank 1. Then a = b.

Proof. Any y € |Y'| has an associated geometric point ([Hub96, (2.5.2)])

— +

7: (Spa(k(y). k(y) ). {w}) = Y,

where the source is the (strongly) pseudo-adic space whose underlying topological space is the closed point

— +

{y} of Spa(k(y),k(y) ) By [Hub96, Prop. 2.5.5], it suffices to check that the induced maps on stalks
ay, by: Fyy — G coincide. The rank-1 generalization of ¥ is given by the geometric point

— — o0

n: Spa(k(y),k(y) ) —Y.

The resulting specialization maps for F and G from [Hub96, (2.5.16)] fit into the commutative diagram
./T'-g ? gy
ot o
ap
Fr == Gs
b

and the overconvergence assumption on GG guarantees that sps is an isomorphism. Thus, we obtain the desired
ayzspgl oaﬁosp}-:spé1 oby o spr = by. g

This finishes the sequence of preliminary lemmas. We are ready to show the uniqueness part of Theorem 6.1.1.
For the proof, recall that for any locally noetherian analytic adic space Y, the d-dimensional unit disk over Y
is defined as DY := Spa(Z[Th, ..., T4, Z[Ty, ..., T4)) XSpa(z,z) Y -

Proof of Theorem 6.1.1, uniqueness. Suppose there are two ways to assign to any separated taut smooth of
equidimension d morphism f: X — Y of locally noetherian analytic adic spaces with n € Oy trace morphisms
try and tr'; satisfying the properties of the statement. We need to show that try = tr’, for all f.

First, for any such f, we may pick an open affinoid cover Y = |J..;V; and an affinoid open cover

jer Vi
vy = Uielj Uj; such that fj; := f|U,--: Uj; — Vj factors as

9ji d

Vi
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with g;; étale [Hub96, Cor. 1.6.10]. Further, since the Uj; are qcgs, the open immersions Uj;; < X are taut
due to [Hub96, Lem. 5.1.3]. By the uniqueness assertions in Lemma 6.1.3 and Lemma 6.1.2, it suffices to
show that try,, = tr’ = for all fj;.

Moreover, the compatibility with étale traces gives try,, = tr‘gégi = tr;jl. Thanks to the compatibility
with compositions, it then suffices to show that tr,,vj = tr;vj. In fact, by writing 7y, as a composition of
projections m, : D(’,j ~ D11)3*1 — D?,;l away from the last coordinate for n =1,...,d, it is enough to check

that trr, = tr7for all n. B]y Lemma 6.1.2 and Lemma 6.1.5, this can be checked on stalks at every geometric
point of Dr‘};l of rank 1. The compatibility with pullbacks and (weak) proper base change [Hub96, Cor. 5.4.8]
guarantee that the stalks of the trace maps at these points are just the trace maps of the fibers. In conclusion,
we are therefore reduced to the verification that tr and tr’ agree on the closed unit disk ch over a complete,
algebraically closed nonarchimedean field C. This is a consequence of property (4), the compatibility with

compositions, and the compatibility with the étale trace for the open immersion j: Dé — Plcian:
trpy, = trpy otr;(1)[2] = trpy otrj*(1)[2] = tr’Plc otr§*(1)[2] = tr’Plc otr(1)[2] = trgjlc . a

The uniqueness proof already suggests that we should define the trace of a smooth morphism by locally
factoring it into an étale morphism and a relative disk. The main work is to show that this is well-defined,
that is, independent of the factorization. For technical reasons (cf. Remark 6.1.8), it will be advantageous to
work with affine spaces instead of disks; recall that the d-dimensional affine space over any locally noetherian
analytic adic space Y is defined as A;l,’an i= Spa(Z[T,...,T4],Z) Xspaz,z) Y- We begin by constructing the
trace map for such families of affine spaces, following again the strategy in the uniqueness part of the proof of
Theorem 6.1.1.

Lemma 6.1.6. For any a locally noetherian analytic adic space Y withn € Oy and structure map my A‘}i;an —
Y, there exist maps try, : Rry 1 A(d)[2d] — A with the following properties:

(1) try, is compatible with pullbacks in'Y in the sense of Theorem 6.1.1.

(2) try, is invariant under permutations; that is, if

~

d, d,
oy AY™ = AP (Y1, 0a) = Wo() - -+ Yo(a))
is the isomorphism permuting the coordinates according to some o € G4, then the map

Ry, 1 (troy (d)[2d]) tre
T

R?TYJA(CZ) [Qd] ~ R(ﬂ'y o O'y)uA(d) [Qd] ~ RTFY,!(O'YJA)(CZ) [Qd] Rﬂ'ygA(d) [Qd] —Y> A

agrees with trr, in Hom(Rmy, A(d)[2d],A).

(3) Assume that d = 1 and that Y = Spa(C,O¢) for some complete, algebraically closed nonar-
chimedean field C. Denote by j: D! — A;’an the canonical open immersion. Then the map
H? (trry ORWyyg(tI‘?t(l)[ZD) is the analytic trace map from Example 5.1.15.

Proof.  Step 1. Proof for d = 1. Let Ty: Py™ — Y be the structure map of the relative (analytic)
projective line; see e.g. [Zav24d, § 7] for an account of the latter in the locally noetherian adic context.
Below, we will describe a trace map trz, : Rmy,1A(1)[2] — A. Granted the existence of trz, , we can use the
commutative diagram

1,an J 1,an
AY PY
[
Ty
Y

and the trace map trj;t: 71iA — A for the (étale) open immersion j from Definition 2.5.10 to define tr,, as the
composition

- Rty (tr$* (1)[2]) trr

trry : Ry A(1)[2] ~ Ry, (7, A(1)[2]) —— Ryt A(1)[2] —%5 A.

One way to define trz, comes from algebraic geometry: By Lemma 6.1.2, it suffices to do it locally on
Y. So we may and do assume that Y = Spa(A, AT) for a strongly noetherian Tate-Huber pair (A4, AT) with
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n € AX. Then Ty is the relative analytification of the morphism of schemes Pl — Spec(A) along the map of
locally ringed spaces Spa(A, AT) — Spec(A) as in Construction 2.5.4. Thus we can construct trz, following
Section 5.4 from the algebraic trace map via [Hub96, Th. 3.7.2]. However, in order to avoid any reliance on
the algebraic trace map, we can alternatively proceed as follows: By [Zav23, Prop. 6.1.6], the étale first Chern
class of the universal line bundle (’)P;,an(l) (defined in the analytic context in [Zav23, Def. 6.1.2]) induces an
isomorphism
5t ((’)P}K,an(l)): A = Ry A1) = R*7y A(1).

Using [Hub96, Prop. 5.5.8|, one then sets

. —1
& (0p1,0n (1))
trx, : Ry A(1)[2] = 72°RAy A(1)[2] ~ R%Fy A1) — X~ 5 A

Since the formation of the adjunction map j,A — A and of the first Chern classes for Opij,an (1) commutes
with arbitrary base change in Y (Lemma 2.5.12, Remark 3.1.10), we conclude (1) for d = 1. Further, (2) is an
empty statement for d = 1, so we are only left to show (3). For this, let j: D} — P;’an be the canonical
open immersion. Since j = j o j, Lemma 2.5.12 guarantees that the composition

trry 0R7ry$1(tr§t(l)[2]) :R(Ty 0 ))iA(1)[2] =~ R(my 0 jhA(1)[2] — A

is given by trz, oRTy, (tr]é-t(l)[Z]). By Section 5.5, especially Theorem 5.5.19, and Remark 3.1.9, the latter
map agrees with the one from Example 5.1.15 when Y = Spa(C, O¢), yielding (3).

Step 2. Proof for general d € Z>;. By successive projections away from the last coordinate, one can factor
Ty asS

d,an _, A d—1l,an lan 1,an Td d—l,an _, A d—2,an lan _, 1,an Td—1 T2 l,an 71
AV ~ Ay Xy Ay _AAdy,l,an — Ay ~ Ay Xy Ay —AA?ZM — =AY — Y

We set
(6.1.7)  trr, = trx, oRmy(tre, (1)[2]) 0+ o R(my 0 -+ mg—1)i(trr, (d — 1)[2d — 2]) : Ry, 1 A(d)[2d] — A.

Then tr,, satisfies again (1) because the tr,, do so separately by Step 1. Thus, it remains to verify property (2)
that the definition of tr,, is independent of the coordinates under permutation.

Since &4 is generated by adjacent transpositions, we may assume for this that d = 2 and 0 € G5 is the
nontrivial element. Thanks to Lemma 6.1.2, it suffices to verify that

R47ry1!(tr,,y (2)) Ho(tr,ry)

A

Ry, (ov,104)(2) Rty A(2)

agrees with H’(tr,, ). The sheaf A is overconvergent, so Lemma 6.1.5 allows us to check this on stalks at
geometric points of rank 1. Since the formation of derived proper pushforwards commutes with talking
stalks [Hub96, Th. 5.4.6] and tr,, is compatible with pullbacks by (1), we may therefore further assume that
Y = Spa(C, O¢) for some algebraically closed complete nonarchimedean field C.

In this case, we note that it suffices to show a stronger claim that &, acts trivially on H? (Aéfm7 A(2)). In
order to justify this, we prove an even stronger claim that GLo(C) acts trivially on H? (AQdan, A(Q)). For this,
we note that H? (Aéfm, A(2)) ~ A: this follows from the analogous statement for the algebraic compactly
supported cohomology Hf (Aéan, A(2)) by Huber’s comparison theorem [Hub96, Th. 5.7.2]. Alternatively (if
one wants to avoid using the nontrivial [Hub96, Th. 3.2.10]), one can adapt the proof of [Ber93, Th. 7.1.1]
to the adic context. Now we observe that the action of GLo(C) on A* has to factor through the maximal

abelian quotient
det

— C",

~

which is divisible and therefore cannot admit any nontrivial maps to the torsion group A*. O

Remark 6.1.8. As we explain below, the action of &3 on H4(DZ, u?z) is nontrivial when the ground field C

is of mixed characteristic (0, p). Therefore, in the proof of Lemma 6.1.6, it is crucial to use A%™ instead of
D¢,
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To see that the action of Gy is nontrival, we set z; := (0,1) € D? and x5 := (1,0) € D2. Then Lemma 3.3.4
ensures that o*clpz(z1) = clp2(o(x1)) = clp2(x2), so it suffices to show that
clpz (1) # clpz(x2) € H4(DC,MP ).
For this, we consider the hyperplane sections {z;} SN {z;} x D1 % D2 for i = 1,2 and the projection onto

the second factor pry: D? — D!. Corollary 3.3.8 and Lemma 6.2.2 below (whose proof does not use this
remark) imply that try,, (clp2(z1)) = clp1 ({0}) and try,, (¢lp2(z2)) = clpi ({1}). On the other hand,

clp1({0}) # clpi ({1}) € HZ (DY, p1p).-
thanks to Lemma 5.5.21 (i), yielding the claim.

The trace map for affine spaces from Lemma 6.1.6 is related to the trace maps for smooth affinoid curves
from Section 5

Lemma 6.1.9. Let X be a smooth affinoid curve over an algebraically closed complete nonarchimedean field
C and n € C*. Assume that the structure morphism f: X — Spa(C, O¢) factors as

X Al an

\ e

Spa(C, O¢)

with g étale. Then the map H° (try,, oRmey (tré(1)[2])) is the analytic trace tx : H2(X, i) — Z/n from
Definition 5.1.10.

Proof. Since X is quasicompact, g factors through a closed unit disk D!(r) of some radius 7. By the same
argument as in the last paragraph of the proof of Lemma 6.1.6, the natural action of C* = GL1(C) on
H2(AL, i) is trivial. After a renormalization, we therefore end up in the situation

/g\
U g ch J Aéan

\\s lﬂc
f Spa(C, O¢),

where j D} — Aéan denotes the canonical open immersion. In that case, Lemma 6.1.6 (3) guarantees that
H° (trre oRme, u(tr‘?t(l)[Q])) is the analytic trace morphism ¢py from Example 5.1.15. Moreover, the analytic

trace for smooth aPﬁnmd curves in Definition 5.1.10 is compatlble with étale morphlsms (Corollary 5.4.3) and
the étale trace is compatible with compositions (Lemma 2.5.12), so we conclude that

H° (trre ORﬂ'oyg(tI‘?(l)[Q])) =H° (trre OR?TcJ(tr?t(l)[QDO(RWC’!O:]:!)(U‘?(].)[2})) =tpy, oH? (trgt(l)) =tx. O
Lemma 6.1.9 leads to the following uniqueness statement.

Lemma 6.1.10. Let f: X — Y be a separated taut smooth of equidimension d morphism of locally noetherian
analytic adic spaces with n € Oy. Let

X g1 A;l/,an

T
Ai,an Y Y
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be a commutative diagram of factorizations of f such that g; is étale for i = 1,2. Then the induced diagram

Ry, (tr&! (d)[2d])

(Rry,1 0 g1.1)A(d)[2d] Ry A(d)[2d] bty
—
R fiA(d)[2d] A
\ tr
(Rmy,1 0 g2.1)A(d)[2d] Ry, A(d)[2d] i

Ry, (trg (d)[2d])
involving the maps trf}: from Definition 2.5.10 and the map trr, from Lemma 6.1.6 commutes as well.

Proof. Since the sheaf A is overconvergent, Lemma 6.1.2 and Lemma 6.1.5 allow us to check the commutativity
of the diagram on stalks at geometric points of rank 1. Again, the formation of derived proper pushforwards
commutes with taking such stalks [fub96, Th. 5.4.6] and the trace maps trzti and tr,, are compatible with
pullbacks by Lemma 2.5.12 and Lemma 6.1.6 (1). Thus, we may assume that Y = Spa(C,O¢) for some
algebraically closed complete nonarchimedean field C' and that X is a separated taut smooth rigid space of
equidimension d over C.

The two functions g;: X — Aé’an are given by tuples (ggl), . ,gi(d)) with gE") € O(X). Let x € X. Since

the g; are étale at x, the differentials dggl)7 . ,dgfd) reduce to a basis of the fiber Qﬁ(/c ® k(z) fori=1,2

[Tub96, Prop. 1.6.9 iii)]. By the Steinitz exchange lemma, we can find o € &, such that for each n =1,...,d,
the differentials dgga(l))7 .. ,dg§"(”*1)), dgén), o ,dgéd) reduce to a basis of Qﬁ(/c ® k(z). Since the zero locus

of (dgga(l)) ARERWAY dgla(nfl)) A dgén) ARRRWAY dgéd)) € Q4 (X) is Zariski-closed as the section of a line bundle,
its complement then gives a Zariski-open neighborhood U of = over which each

a(1 o(n—1 n d an
(gi B LN S ))iUﬁA?j

is étale (again thanks to [Hub96, Prop. 1.6.9 iii)]). As the Zariski-open neighborhoods for various points x cover
the adic space X and the corresponding Zariski-open embeddings are taut [Hub96, Lem. 5.1.411), Lem. 5.1.3 iii)],
it suffices to show that the diagram commutes over each U by the uniqueness assertion in Lemma 6.1.3.
Combined with Lemma 6.1.6 (2), we may therefore assume that (gil), . ,g%nfl), gén), . ,géd)): U— AL™
is étale for alln =1,...,d.

Arguing one coordinate at a time, it now suffices to show the statement when m,, 0 g = m, 0 go =: f’, where
T : Agan — Adc_l’an is the projection away from the n-th coordinate for some 1 < n < d. In that case, we

are in the situation of the following commutative diagram:

91 d,an
U—"— A}

o

d,an  Tn d—1,an
AC AC

’
Ty
Ty

Spa(C, O¢)

By the definition of the trace morphisms in Lemma 6.1.6 (and the invariance under permutation of coordinates),
we have trr, = try oRmy (try, (d — 1)[2d — 2]). Therefore, we only need to prove that

try, oRmy (tr?1 (1)[2]) = trr, oRmy,, (trgz (1)[2]).

As in the first paragraph of the proof, we may check this statement on stalks at geometric rank-1 points and
use (weak) proper base change [Hub96, Th. 5.4.6] to reduce to the case where d =n = 1.

Now we note that for each affinoid open j: V < U, the morphism is taut due to [Hub96, Lem. 5.1.3 (i), (iii)].
Therefore, we can shrink U even further to assume that U is a smooth affinoid curve over C'. In that case, we
have

H° (trﬂ1 OR’/TL!(JEI'EE (1)[2])) =ty =H° (tr,Tl oRﬂ17!(tr§Z(1)[2}))
by Lemma 6.1.9. The desired statement follows from Lemma 6.1.2. O
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We are finally ready to discuss the trace for smooth morphisms in general. The following construction,
which was forced upon us by the uniqueness part of the proof, is essentially independent of the construction
of the analytic trace map in Section 5. However, in order to see that it does not depend on any of the choices
made in the process, the existence of an a priori well-defined analytic trace map, which was used in the proof
of Lemma 6.1.10, is indispensable.

Proof of Theorem 6.1.1, existence. As in the uniqueness part of the proof, we may pick open affinoid (and

thus also taut) covers Y = |J,., V; and ;) = Uite Uj; such that fj; := f|U'__ : Uj; — V; factors as

Ad an

(6.1.11) \ lﬂv

with g;; étale. Set try,, := trr, ORﬂ'Vj’!(tI‘ggi (d)[2d]). This is independent of the factorization by Lemma 6.1.10;
in particular, all the various traces agree on intersections and we may glue them to a trace

try: R Ay (d)[2d] — Ay

thanks to Lemma 6.1.3 and Lemma 6.1.2.
It remains to verify that try satisfies the desired properties. In the situation of (1), pick open affinoid covers
Z =Upex Wi, 97 (W) = Ujes, Vi and 1 (Vi) = Uielkj Ukj; which fit into the commutative diagram

hy;, n,
Ji d,an _, d,an ) kj d+e,an
X D Usjs —2 AP ~ A" sy, Vig — 2 AR

fJ/ kazJ/ y -
ACan
(6.1.12) Wi

Y DV ————— A‘e,[,in
iji /
Z O Wy
with hy; and hkﬂ étale. The construction of the traces in the first paragraph makes it clear that
trry, oRmy, (tI‘h// (d)[2d]) = trp,,, and  trq,, oRWWng(tritkj(e)[%]) = try,, -
Therefore, the compatibility of traces under composition boils down to the verification that the diagram

RTFAé‘,/anY! (trilj (e)[2e])

(Rragns o RALIAER] — 50 R AR,
Wi
treifkj A
thjyy (trkaj )
(Rhizs o Ry, )A(e) 2] Rhi oA

of traces in the parallelogram commutes. As before, [Hub96, Prop. 2.5.5], Lemma 6.1.2 and Lemma 6.1

allow us to check this on stalks at geometric points of rank 1 of Aj;*". Moreover, the base change 1somorphlsm
of derived pushfowards with compact support from [Ilub% Th 5 4.6] is compatible with the formation of
trry,  and try, ag (Lemma 6.1.6 (1)) as well as tr , and tr%  (Lemma 2.5.12). Therefore, we may check the

commutativity of traces in the parallelogram after pulhng back along a geometric point of rank 1 of D ,
where the statement is clear because the pullback of V}; decomposes as finite disjoint union of geometric
points of rank 1.

Next, the tr,rv are compatible with pullbacks by Lemma 6.1.6 (1) and the tréti are compatible with
pullbacks by Lemma 2.5.12, so try satisfies property (2). Property (3) holds by definition.

Lastly, we show (4). Consader the morphism f: P} — SpecC. Let PL = AL(0) U AL (c0) be the open
affine cover of Pé by the affine lines around 0 and co and denote the restricted structure morphisms by
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fi: AL (i) = Spa(C, O¢) for i € {0,00}. Since both algebraic and analytic trace maps are compatible with
open immersions, and the morphism H? (Alclan(()), A1) @H2(AG™(00),A(1)) — H*(PS™, A(1)) is surjective,
it suffices to show that the following diagrams

H2(AG(6), A1) —~— HZ(AE™ (D), A(1))

J{Ho(tr‘fi)
HO(tr ;an
X (tram)

commute for i € {0,00}. This follows directly from the definition of the analytic trace map on the analytic
affine line and Lemma 2.5.12. O

6.2. Properties of the smooth trace. In this subsection, we establish some properties of the smooth trace
with constant coeflicients constructed in Theorem 6.1.1. We begin with the compatibility with the analytic
trace for affinoid curves constructed in Definition 5.1.10.

Lemma 6.2.1. Let f: X — Spa(C,O¢) be a smooth affinoid curve over an algebraically closed complete
nonarchimedean field C and n € C*. Then the analytic trace tx: H>(X, ) — Z/n from Definition 5.1.10
agrees with Ho(trf) for the smooth trace try constructed in Theorem 6.1.1.

Proof. Recall the construction of the smooth trace try: we pick an affinoid open cover X = J;; U; and
diagrams
gi 1,an
U, —— Acl
x lﬂ'c
Spa(C, Oc)
with g; étale, set try, = trr, oRmo, (tr$!(1)[2]) (using Lemma 6.1.6 and the étale traces tr' from Defini-

tion 2.5.10), and descend €p, try, to a morphism try: R fiu,[2] = Z/n via Lemma 6.1.2 and the epimorphism
@, H2(U;, j1n) — H2(X, 1) from the proof of Lemma 6.1.3.

By Lemma 6.1.9, H” (tr,,, oRme,i(tré!(1)[2])) is given by the analytic trace ty, : H2(U;, pin) — Z/n from
Definition 5.1.10. On the other hand, Corollary 5.4.3 applied to the open immersions U; — X guarantees
that the composition @, H2(Us, f1n) — HZ(X, ) Lx, Z/n is given by €P, ty,. Since the first map is an
epimorphism, we can conclude the desired identity ¢x = H°(tr £)- O

Lemma 6.2.2. Let f: X — Y be a separated taut smooth of equidimension d morphism of locally noetherian
analytic adic spaces with n € Oy.. Assume that f has a section s: Y — X. Then s is an lci immersion of
pure codimension d and the composition

Ay =Rfio s,y 9D R AN (@)[2d] EE5 Ay,

of the induced cycle class map from Variant 5.5.3 with the smooth trace of f from Theorem 6.1.1 is the
identity.

Proof. The first statement that s is an lci immersion of pure codimension d is proven in [Zav24d, Cor. 5.11].
To verify the second statement, we proceed in two steps:

Step 1. Case when f is the structure morphism X = A;l,’an — Y and s is the zero section. We argue by
induction on d. If d = 0, the claim is trivial. If d = 1, the claim essentially follows from the construction of
the trace map in Lemma 6.1.6.
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Now we fix d > 1 and assume that the claim has been proven in dimensions < d. Consider the commutative
diagram
S

//—\j

4 d—1,an d,an
) k)
Y —— Ay — Ay

d—1,an
Ay f

lh
Y,

where i: Y < A(é_l’an is the zero section, j: Af/_l’an — Affm is the natural inclusion as the vanishing locus
of the last coordinate, g is the projection onto the first d — 1 factors, and h is the structure morphism. Then
Theorem 6.1.1 (1), Corollary 3.3.8, and the induction hypothesis guarantee that

try oR fi(cls) = try, oRMy (try(d — 1)[2d — 2]) o Rfi(cl;(d — 1)[2d — 2]) o Rhu(cl;) =
= tI‘h ORhl(ld) @) Rhl(Cll) = tI‘h ORhI(Cli) =id.

Step 2. General case. Since the sheaf Ay is overconvergent, the equality of two endomorphisms may be
checked on stalks at geometric points attached to rank-1 points of Y| (Lemma 6.1.2 and Lemma 6.1.5).
Moreover, the formation of Rf, and clx (YY) is compatible with pullbacks to these geometric points by [Hub96,
Cor. 5.4.8] and Lemma 3.3.4, respectively. Thus, we are reduced to the case where Y = Spa(C, O¢) for some
algebraically closed complete nonarchimedean field C and s is given by a rational point y € X(C).

Since the morphism clg: siAy — Ay in Variant 3.3.3 is constructed from the cycle class c¢fs via the
adjunction (s,, Rs'), the image of 1 € A under the compactly supported pushforward

RI.(clx(y)): A ~ RI(X, s,A,) — RT.(X,A(d)[2d]) — H2(X, A(d))

is the compactly supported cohomology cycle class ¢/ x (y) from Definition 3.5.2, which similarly arises from
composing with the counit of adjunction. In conclusion, it suffices to prove that for any separated taut smooth
rigid space f: X — Spa(C,Oc¢) and any rational point y € X(C), we have try(clx(y)) = 1 € A for the
compactly supported cycle class clx (y) € Hid (X, A(d)).

By [Hub96, Cor. 1.6.10], the point y has a quasicompact open neighborhood U C X such that f‘U factors
through an étale map U — D¢; we may assume that it sends y to the origin 0 € D&(C). Lemma 3.5.3,
Theorem 6.1.1 (1) and Theorem 6.1.1 (3) applied to the diagram of pointed étale maps

(X,y) +— (U,y) — (DL, 0) — (AL™,0)

then allow us to deduce the general statement from that for 0 € Adc’an. This case was already treated
in Step 1. O

Lemma 6.2.3. Let f: X — Y be a separated taut smooth of equidimension d morphism of locally noetherian
analytic adic spaces with n € Oy such that the fibers of f are nonempty. Then the (truncation of the) trace
map try: R?1fiA ¢ (d) — Ay is an epimorphism of étale sheaves on'Y .

Proof. By [Hub96, Prop. 2.5.5], it suffices to check that for any y € |Y|, the induced maps on stalks

—+
(trf)gz (R fiAx (d))g — Ay 7 at the geometric point y: (Spa(k(y), k(y) ), {y}) — Y attached to y is an
epimorphism. This would follow from the assertion that try becomes an epimorphism after pullback along the

— —+
natural map Spa(k(y), k(y) ) — Y through which 7 factors. Thanks to the proper base change isomorphism
for morphisms of transcendence dimension 0 [Hub96, Th. 5.4.6] and the compatibility of the smooth trace
under pullbacks (Theorem 6.1.1 (2)), we may therefore assume that Y = Spa(C, CT) for some algebraically
closed nonarchimedean field C' with n € C* and some open and bounded valuation subring C* C C.
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By [Hub96, Cor. 1.6.10] applied to a point lying over the closed point of Y = Spa(C, CT), we can pick an
open U C X for which f|U is still surjective and factors as

U —- D¢
N
Y

with g étale. Since g(U) C D% is open, U — g(U) is surjective, trét is given by summing over fibers and
R2d7ry’! is right exact, it suffices to prove the statement for 7Ty|g(U)I g(U) —» Y. But 7ry|g(U) has a section by
[Sch17, Lem. 9.5] because g(U) still surjects onto Y; an application of Lemma 6.2.2 then finishes the proof. [

Next, we formulate and prove the comparison between our smooth trace and the “usual” one coming from
algebraic geometry. First, we fix some notation. Let S = Spa(A, A™) be a strongly noetherian Tate affinoid,
let f: X — Y be a separated finite type morphism between locally finite type A-schemes, and let relative
analytification f2/5: xa0/S _ yan/S he its relative analytification (see Construction 2.5.4). Then by [Hub96,
(3.2.8)], we have a commutative diagram of étale topoi

S Cx/s
xS s Xt

ét
|z lfét

S Cy/s
Yan/ s Yvé

ét

! !

Spa(A, AT)e —=— (Spec A)gt.

The algebraic pushforward with compact support and the analytic pushforward with compact support are
related via the natural isomorphism of functors ¢y, g (Rfi(-)) = Rffm/s (c}/s(—)), see [Hub96, Th. 5.7.2|. If

the map f is in addition smooth of equidimension d, it comes equipped with a trace map try: RfiAx (d)[2d] —
Ay (see [SGA4, Exp. XVIIL, Th. 2.9)).

Proposition 6.2.4 (Compatibility with algebraic geometry). Let S = Spa(A, AT) be a strongly noetherian
Tate affinoid, let X and Y be locally finite type A-schemes, and let f: X — Y be a finite type, smooth,
separated morphism of equidimension d. Then we have c;/s (trf) = tIpan/s.

Proof. First, we note that Lemma 2.5.12 proves the claim when f is étale. Then we recall that Zariski-open
immersions are taut (see [Hub96, Lem. 5.1.4]). Therefore, the established above case of étale maps and
Lemma 6.1.3 imply that the statement is local on X, so we can further assume that the morphism f: X - Y
factors as a composition of an étale map g: X — A% followed by the projection 7y : A{. — Y. Using that
both the algebraic trace maps are compatible with compositions and the established above case of an étale
map, we conclude that it suffices to show the claim when f is the relative affine line A}, — Y.

In either case, we note that Lemma 6.1.2 and Lemma 6.1.5 ensure that it suffices to check equality
cy / S(trf) = trfan/s ON stalks at rank-1 geometric points. Using algebraic proper base change and weak
analytic proper base change (see [Hub96, Th. 5.4.6]), we can assume that A = C', AT = O for an algebraically
closed non-archimedean field C'; and Y = Spec C.

In this case, we can use the case of étale morphisms again to reduce the question to the case of the projective
line f: P — SpecC. Then the result follows from Theorem 6.1.1 (4). O

Lastly, we show that our trace map is compatible with other constructions in the context of rigid geometry.
We begin with a comparison with Berkovich’s trace, whenever both are defined. Fix a complete nonarchimedean
field K with a valuation of rank 1. Recall that Huber constructed an equivalence of categories

(6.2.5)  w:(A) = {

taut adic spaces locally of finite Hausdorftf strictly K-analytic | (An)
type over Spa(K, Ok) Berkovich spaces o
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which roughly sends an adic space X in (A)’ to its maximal Hausdorff quotient; see [Hub96, Rmk. 8.3.2]. By
[Hub96, p. 427, (a)], a morphism f in (A)’ is partially proper and étale if and only if u(f) is étale in the sense
of Berkovich [Ber93, Def. 3.3.4]. Thus, for any X € (A)’, the equivalence u induces a morphism of topoi

9)(2 Xét — U(X)ét.

where X denotes Huber’s étale topos used in our paper and u(X)g the étale topos defined by Berkovich
[Ber93, § 4.1]; cf. [Hub96, p. 426].>* This morphism is fully faithful, with essential image the overconvergent
sheaves [Hub96, Th. 8.3.5]. Moreover, it is functorial in the following sense: for any partially proper morphism
f: X — Y in (A), there is a natural isomorphism of functors on D} (u(X),Z)

ap: Rfio 0y — 03 o Ru(f)r,

where Ru(f) is Berkovich’s derived pushforward with compact support from [Ber93, § 5.1]; cf. [Hub96,
Prop. 8.3.6] and [Zav24b, Th. A.15].

Proposition 6.2.6 (Compatibility with the Berkovich trace). Let f: X — Y be a partially proper, smooth of
equidimension d morphism of taut adic spaces that are locally of finite type over Spa(K, Ok). Let u(f): u(X) —
uw(Y') be the separated smooth of equidimension d morphism of Hausdorff Berkovich spaces that is associated
with f under the equivalence (6.2.5) and denote by try(s): Ru(f)iA,x)(d)[2d] — RQdu(f)lAu(X)(d) = Auvy
the trace morphism defined in [Ber93, Th. 7.2.1|. Then the following natural diagram commutes:

RAA (D)2d] = RAGKA, ) (d)[2d) —H— 0 Ru( /), x) (D)2

try Arum

Ay > H;Au(y)

Note that partially proper morphisms of locally noetherian analytic adic spaces are automatically separated
and taut [Hub96, Def. 1.3.3 ii), Lem. 5.1.10 i)], so try is indeed defined. Moreover, we use that the induced
morphism u(f) of Berkovich spaces is smooth in the sense of Berkovich because f is partially proper and
smooth [Ducl8, Cor. 5.4.8] (cf. also [Zav24h, Cor. A.11]).

Proof. First, we note that [Zav24b, Lem. A.19] proves the claim when g is partially proper and étale. Thus
Lemma 6.1.3 suffices that we can argue locally on X 2. Since the induced morphism u(f) of Berkovich spaces
is smooth in the sense of Berkovich, so any x € u(X) has an open neighborhood V' C w(X) such that u(f)|v
factors as

Vv s AdP
\ l“(“)
u(f)|, v

such that h is étale (cf. [Ber93, Def. 3.5.1]). Applying u~!, one obtains a factorization

U g A%an
P

with g being partially proper and étale (see [Hub96, p. 427, (a)]). Moreover, U = v~ 1(V) C X is open and
partially proper inside X because u is defined by passing to the maximal Hausdorff quotient. Since both the
analytic and the Berkovich trace are compatible with compositions, we conclude that it suffices to prove the

24The stale site from [Ber93, § 4.1] uses étale covers by arbitrary (not neccessarily stricly/ K —analytig) Berkovich spaces, which
are not included in the equivalence u. Therefore, Huber first considers the morphism 0x: Et,x — s.Et/,(x) to the strict étale
site of u(X), a slightly modified version of the étale site Et,(x) that only includes covers in (An). Since the natural morphism
Et/u(x) — s Et/u(x) induces an equivalence of topoi [Hub96, Cor. A.5], this yields the mentioned comparison of the adic étale
and the Berkovich étale topos.



78 SHIZHANG LI, EMANUEL REINECKE, AND BOGDAN ZAVYALOV
claim when f is partially proper étale or the relative affine line A%/’an — Y. The case of a partially proper
étale morphism was solved above, so we only need to consider the case of the relative affine line.

Since Ay is overconvergent, we may check the equality of the two trace morphisms after passing to stalks
at geometric points of rank 1 (Lemma 6.1.2 and Lemma 6.1.5). Thanks to [Hub96, Cor. 5.4.8] and [Ber93,
Th. 5.3.1], we can therefore assume that Y = Spa(C, O¢) for some algebraically closed nonarchimedean field
C,and X = A}jan. In this case, both the analytic trace and the Berkovich trace comes as an analytification
of the algebraic trace for the schematic affine line A}, — Spec C. This finishes the proof. O

Corollary 6.2.7. Let f: X — Y be a partially proper smooth of equidimension d morphism between rigid-
analytic spaces over Spa(K, Ok). Then H*(try): R*fiA ¢ (d) — Ay coincides with the Berkovich trace ty
from [Zav24b, Th. 5.3.3].

Proof. The question is local on Y, so we can assume that Y is an affinoid. Then the result follows directly
from Proposition 6.2.6. O

Assume now that K is a p-adic field (i.e., a complete discrete valuation field of mixed characteristic (0, p)

~

whose residue field is perfect). Set C := K. Recall that for every Zariski-compactifiable smooth rigid-analytic
space U of equidimension d over K, Lan—Liu-Zhu also constructed in [LLZ23, Th. 1.3] a p-adic rational trace

tre: B2 (U, Qp(d)) = (u;n H(Ug, Z/pTZ(d))) [a — Q.

The trace maps from Theorem 6.1.1 gives rise to another p-adic rational trace map try : H2? (UC, Qp(d)) -+ Qp
via the formula try = (limr H2d(trz/p7-z)) [%] We claim that these two maps coincide:

Lemma 6.2.8. In the situtation described above, we have ty & = try: H2? (UC, Qp(d)) — Q.

Sketch of the proof. Using resolution of singularities (see [Tem12, Th. 5.2.2]), we can assume that U admits a
smooth proper (Zariski-)compactification X. By virtue of [LLZ23, Th. 4.4.1 (1)] and Theorem 6.1.1 (3), it
then suffices to prove the statement for the smooth and proper X. After passing to a finite extension of K
and a component of X, we may further assume that X is geometrically connected and admits a rational point
x € X(K).

Now we argue by induction on d = dim X. If d = 0, the claim is obvious. Therefore, we assume that
d =dim X > 0 and that the claim is known in dimensions < d. Theorem 6.4.1 below (whose proof does not
use Lemma 6.2.8) and Lemma 6.2.2 imply that H? (Xc, Qp(d)) is one-dimensional and that trx (clx (z)) = 1.
Thus, it suffices to prove that tx g (céx(x)) =1.

An inspection of the proof of [LLZ23, Th. 4.4.1] shows that we can further assume that there is an

effective Cartier divisor z € E < X. In this case, the proof of loc. cit. guarantees that the composi-

25 2d seli (d— 6t . . .
tion?" H24~2 (EC, Q,(d— 1)) M H24 (Xc, Qp(d)) tx—> Q, is equal to tg¢;. Combined with
Lemma 3.5.4, the statement is therefore reduced to proving that ¢g ¢ (c€ E(;v)) = 1. This follows immediately
from the induction hypothesis. O

Remark 6.2.9. In [Man22, Cor. 3.10.22], Mann proves Poincaré duality for smooth proper morphisms of

rigid-analytic spaces over a nonarchimedean field extension K of Q, along the following lines:

(1) For any analytic adic space X over Q, (or more generally small v-stack), he defines an oco-category
D, (0% /p)# of “almost quasicoherent solid ¢-modules over OF /p” [Man22, Th. 3.9.10 (b)] together with
a fully faithful “Riemann—Hilbert functor” from overconvergent étale F,-sheaves

(6.2.10) —@" 0" /p: Dat(X,Fp)°° — DE(0% /p)?.

25We implicitly use that the Gysin map i*gp — gp(l)m defined in [LLZ23, Rmk. 4.3.12] coincides with cl;. For this, we note
that [BH22, Th. 3.21] implies that R#om (i*gp,gp(l)m) = i*gp, so the question whether two maps between these complexes

coincide is étale local on X. Thus, it suffices to prove the claim for Az_l’an — Az’an. In this case, both maps coincide with the
analytification of the algebraic cycle class map due to Lemma 3.4.1 and the claim that the construction in [LLZ23, Rmk. 4.3.12]
coincides with the construction in [Fal02, § 4].
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This functor admits a right adjoint, which is (locally in the v-topology) roughly given by taking y-invariants
and induces an equivalence on perfect objects [Man22, Th. 1.2.7].

(2) He develops a 6-functor formalism for D2 (0% /p)¢ [Man22, Th. 1.2.4].

(3) For any smooth morphism f: X — Y of equidimension d between analytic adic spaces over Q,, he proves
that R f* (O;’a/p) ~ OF*/p(d)[2d] [Man22, Th. 1.2.8]. When f is in addition proper, this leads, under the
equivalence from (6.2.10), to a Poincaré duality for perfect complexes of overconvergent étale F,-sheaves;
the resulting trace map corresponds to the counit RfiR f' (O;’a/p) ~ Rfs ((’)}’a/p(d) [2d]) — 05 /p.

However, it does not seem straightforward to compare Mann’s trace map and Poincaré duality isomorphism
with the one from this paper. In fact, the 6-functor formalism in (2) is not compatible with Huber’s functors
from [Hub96] when the latter are defined. On the one hand, Huber’s R f) need not preserve overconvergent
sheaves unless f is partially proper, hence cannot be given as the p-invariants of Mann’s compactly supported
pushforward functor.

On the other hand, Mann’s compactly supported pushforward functor is not the image of Huber’s compactly
supported pushforward under (6.2.10): For instance, when f: X = ]03}1 — Spa(C,O¢) is the structure
morphism of the open unit disk over an algebraically closed nonarchimedean field C' of mixed characteristic (0, p),
Mann proves that in his formalism the natural transformation of functors R f* (O;’a /p) @L Lf*(=) = Rf'(—)
is an equivalence [Man22, Th. 3.10.17, Prop. 3.8.4 (i)]. In particular, Rf'(—) preserves filtered colimits, so its
left adjoint R fi(—) preserves almost compact objects. If Mann’s R f; (O}’a /p) was isomorphic to the image of
Huber’s Rfi(E,) under the fully faithful functor (6.2.10), it would also be discrete and thus a perfect object
of DY(Oc¢/p)?; cf. [Man22, Prop. 3.7.5, Def. 3.9.15]. However, since (6.2.10) induces an equivalence of perfect

objects, this would imply that Huber’s H? (f)};, F,) is finite-dimensional, contradicting Example 6.3.3 2.

6.3. Digression: Kiinneth Formula. In this subsection, we establish a version of the Kiinneth Formula
that we will crucially use in our proof of Poincaré duality in Section 6.4. We recall that we fix a positive
integer n and put A := Z/nZ.

Lemma 6.3.1 (Proper Base Change). Consider a cartesian diagram of locally noetherian analytic adic spaces
X 2o X
T
vV 2y

with n € Oy and f proper. Let F € D(X¢; A) be a complex of étale sheaves such that, for each geometric
point y — Y of rank 1, the restriction }"|X7 lies in D,o(Xg ;5 A). Then the natural morphism
Y

BCyy: g"RAF = Rfg"F
s an isomorphism.
Proof. First, the claim is étale local on Y and Y”, so we can assume that they are both affinoid. Then [Zav24d,
Lem. 9.1 (1)] implies that f has bounded cohomological dimension. Thus, a standard argument allows us to
reduce to the case F € Shv(Xg; A). In this case, [Hub96, Prop. 8.2.3] ensures that all cohomology sheaves
of ¢*Rf.F and Rf|¢*F are overconvergent. Therefore, it suffices to show that BCy , is an isomorphism at
geometric rank-1 points. Thanks to [Hub96, Prop. 2.6.1|, we may thus assume that Y’ = Spa(C’, O¢) and

Y = Spa(C, O¢) are both geometric points of rank 1. Now if char C' > 0, the result follows from [Hub96,
Th. 4.4.1 (a)]. If char C = 0, then the result follows from [BH22, Th. 3.15]. O

Remark 6.3.2. We note that [BH22, Th. 3.15] crucially uses perfectoid spaces in its proof. However, this is
the only instance where we need to use perfectoid spaces in this paper.

We note that proper base change fails for more general coefficients:

Example 6.3.3. Let C' be an algebraically closed nonarchimedean field of mixed characteristic (0, p).
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(1) (constructible example®®) Let j: DE < Pgan be the natural inclusion of the closed unit disk into the
analytic projective line. Then proper base change for the sheaf 7 = jiu, would, in particular, imply
that RFC(Dé, tp) does not depend on the choice of the algebraically closed ground field C. However,
H2(DL, 11,,) does depend on C due to Lemma 5.5.21: one can take C' C ¢’ such that the cardinality of
the residue field of C” is bigger than HZ(D}, ).

(2) (overconvergent example) Let j: D1 < P5™ be the natural inclusion of the open unit disk into the
analytic projective line. Similarly, proper base change for the sheaf F = jiu,, would, in particular, imply

that RFc(f)lc, tp) does not depend on the choice of the algebraically closed ground field C. The closed

complement to j is equal to Dl’c the universal compactification of the closed unit disc. Therefore, the
excision sequence and Propos1t10n .1.2 imply that we have the following exact triangle:

RT.(DL, 1) — RO(P&™, 1) — RT(DE, 1)

Hence, proper base change for jip, would, in particular, imply that RT'(D{, p1,) is independent of the
choice of algebraically closed C'. However, H! (D&, pp) does depend on C' due to Remark 5.1.14: one can
take C' C C” such that the cardinality of mcr/pmer is bigger than H' (D}, 1))

Construction 6.3.4 (Kiinneth map). Consider the following commutative diagram of locally noetherian
analytic adic spaces:

w25 X
(6.3.5) l \ lf

x oy
Let £ € D(X¢; A) and €' € D(X[,; A). We define the Kinneth map
KM: Rf.£ @" Rf.E" — Rh,(g"E @F ¢ &)
as the adjoint to the map
W (Rf(E) " RILE) =~ (9" FREE) @F (g™ [*RILE gEat g*e,
where €7 (resp. €/) denotes the counit of the (f*,Rf.)-adjunction (resp. the (f*,Rf])-adjunction).

9" (ef)®" g™ (epr)
Lo

The Kiinneth map is functorial in both variables £ and £’, and in Diagram (6.3.5).

Remark 6.3.6. We note that the Kiinneth map boils down to the cup-product map (see [SP24, Tag 0B6C])
when W=X=X' f=f' and g=¢ =idx.

Remark 6.3.7. Now consider the case X = X', f = f’, and W = X xy X with ¢ and ¢’ being the natural
projection maps. In this situation, the functoriality in W (with respect to the morphism A: X — X xy X)
implies that the composition

Rf.E @ REE SN R, (g°€ @F g*&") 22 Ri, (RALAY (g°E @F g*€)) =
is equal to the cup-product morphism, where na denotes the unit of the (A*, RA,)-adjunction.

Now we wish to prove that under some assumptions, the Kiinneth map is an isomorphism. For this, we
will need the following very general lemma:

Lemma 6.3.8. Consider a commutative diagram of locally noetherian analytic adic spaces

w—25 X

[N s

x Ly

26Here7 we use the word “constructible” in the sense of [Hub96, Def. 2.7.2]. In particular, a sheaf which is both constructible
and Zariski-constructible must be a local system due to [Hub96, Lem. 2.7.10].
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Let € € D(X¢t; A) and &' € D(X/,; A). Then the following diagram commutes:

Rf.E @" RILE Rf. (€ @ (f'RFLE)
lKM lRf* (id®BCf/’f)
Rh. (9" @F ¢"*€') ~ Rf.Rg.(g*E @L ¢*&") TR Rf. (€ @" (Rg.g"*E")).

Here, BC stands for the base change morphism, and PF stands for the projection formula morphism (see
[SP24, Tag 07A7] and [SP24, Tag 0B56]).

Proof. In this proof, we denote the counit of the (f*,Rfi)-adjunction by e;. Then we consider the following
diagram:

h*Rf,(id @ BC,/
W*(RAE @ Rpe) — P pepy e @b prrpe) OB DR b (€ @ Rygte!) —BLCT) o pep e Ry (g7 @F g€

m l-‘i (er) \L@ (e5) l.q (e£)

id ®BC 4/
g (E & fRIE) —— _SUEBO) (e @F Rgag"E") L g"Rg.(g"E @ g &)

9
id®g" (egr

*g ®L /*f/*Rf g/ *5 ®L g/*g/

where we implicitly identify g* o f* ~ h* ~ ¢g’* o f”*. Note that the diagram above commutes: indeed, the top
left and bottom right triangles commute due to the definition of the projection formula morphism, the bottom
parallelogram commutes due to the definition of the base change morphism, and the top two squares commute
due to the functoriality of e;. Now it only remains to observe that if we go from the top left to the bottom
right corner in the clockwise direction in the above diagram, we get the (h*, Rh.)-adjoint of the composition
Rf«(PFy) o Rf.(id®BCy/ f) o PF, whereas if we go counterclockwise, we get the morphism g*(ef) ® ¢"* ().
By definition, the latter is the (h*, Rh,)-adjoint of the Kiinneth map from Construction 6.3.4. O

Corollary 6.3.9 (Kiinneth formula). Consider a cartesian diagram of locally noetherian analytic adic spaces

Xxy X' —2 4 X

L"' \ lf
x —L 3y
withn € Os. Let £ € D(Xg; A) and &' € D(X[; A) such that, for each geometric point geometric point
7 — Y of rank 1, the restriction 5|X7 lies in D,o(Xgye; N). If f and f' are proper, then the Kinneth map
Y

KM: Rf.E @ Rf/E — Rh,(g*E ®F g™*&")
is an isomorphism.

Proof. This follows directly from Lemma 6.3.8, proper base change (see Lemma 6.3.1), and the projection
formula (see [Zav24d, Prop. 9.3 (2)]). O

6.4. Poincaré duality for locally constant coefficients, revisited. In this subsection, we prove Poincaré
duality for smooth proper morphisms and lisse sheaves. Our proof will simultaneously show that higher direct
images along smooth proper morphisms preserve lisse sheaves. Somewhat surprisingly, our proofs will be
essentially formal and diagrammatic in nature. As before, we fix a positive integer n and set A :=Z/n.

We first verify both claims for the subclass of perfect lisse complexes, and then extend the results to the
general case. For this, we recall that perfect lisse complexes have the following categorical description: for a

locally noetherian analytic adic space X, the category of perfect complexes in D(X¢; A) coincides with the
category dualizable’” objects and this category is contained in the full subcategory Dl(ls)(Xét; A) of locally

bounded complexes of étale sheaves with lisse cohomology sheaves; see e.g. [SP24, Tag 0OFPU, Tag 0FPV],
and [Zav24d, Lem. 11.1].

27For the notion of dualizable objects (or objects having “left dual”), we refer the reader to [SP24, Tag OFFP].
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Theorem 6.4.1 (cf. [Zav24b, Th. 1.1.2] and [Man22, Cor. 1.2.9]). Let X and Y be locally noetherian
analytic adic spaces such that n € Oy, let f: X — Y be a smooth proper morphism of equidimension d,
and let £ € D(Xe; A) be a dualizable object with left dual £V == R omx(E,Ax). Then the evaluation and
coevaluation maps from Construction 0.4.2 below make R f(EY(d)[2d]) into a left dual of Rf.E. In particular
Rf«& is a dualizable object of D(Yzy; A) and there is a natural isomorphism

PD(€): R (EY(d)[2d]) =5 RAomy (RF.E, Ay ).

We first explain how to construct the evaluation map, the coevalution map, and the duality map PD(E)
in the statement of Theorem 6.4.1. Later, we check that these maps indeed define the structure of a dualizable
object on Rf.E.

Construction 6.4.2. Let f: X — Y be as in Theorem 6.4.1. Let & € Dys(X;A) and let £V =
R omx(E,Ax) be its (naive) dual. We denote by eveg: EY ® &€ — Ay the natural evaluation map. If
£ is dualizable, we also denote by coeve: Ay — £V ® £ its coevaluation map. Moreover, we use the notation

of the following commutative diagram:
X
K

Xxy X 25X

id lm \ lf

X4>Y

(i) (Evaluation map) We define the evaluation map e(f,€): Rf.(EV(d)[2d]) @ Rf.(£) — Ay as the

composition

Rfx(eve(

Rf.(€Y(d)[2d]) ®" Rf.(E) = Rf(EV(d)[2d] @" €) L REAx()2d) 25 Ay,
where U is the cup-product map from [SP24, Tag 0B6C] (Remark 6.3.6) and try is the trace morphism
from Theorem 6.1.1.
(ii) (Duality map) We define the duality map PDf(E): Rf.(EY(d)[2d]) — RFomy (Rf.E, Ay ) as the map
adjoint to e(f,€) under the tensor-hom adjunction. In other words, PD#(€) is the composition
Rf. (Y (d)[2d]) — RAFomy (Rf.E,RfAx(d)[2d)) e, RAomy (Rf.E,Ax),

where the first map comes from [SP24, Tag 0BG6D].
(iii) (Coevaluation map) Now we also assume that £ is dualizable. We define the coevaluation map

c(f,€): Ay — RfE @ R(EY(d)[2d])
as the composition
Ay i Rf Ay L) Rr (gl €)= 4 Rh,(RALA* (1€ @F m3€Y))
ZJ/R,h*(PFgl)

Rh. ((71€ @ m356Y) @ AL (Ay))

RS.(€) @ RE(EV(d)2d)) i Rha (i€ &8 w36 (d)[2d]) e

where cla = clxx, x(X) is the cycle class map”® introduced in Variant 3.3.3, PF is the projection
formula map, and KM is the Kiinneth map introduced in Construction 6.3.4. We crucially use
[Zav24d, Prop. 9.3 (2)] and Corollary 6.3.9 to invert the projection formula map and the Kiinneth map,
respectively.

Given the evaluation and coevaluation maps, the proof of Theorem 6.4.1 essentially boils down to verifying
that some diagrams commute. To do this, we need some preliminary lemmas:

28Note that A is an lci immersion of pure codimension d due to [Zav24d, Cor. 5.11].
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Lemma 6.4.3. Keep the notation of Construction 6./.2. Then the diagram

Rf.E &L RS A (d)[2d] e try Rf.E

lKM Rf*(id®Ltr7r1)T
* L Rf*(PF;ll) L
Ry (71€ @ Ay o, x (d)[2d]) ———— Rf(€ @ Ry Ax oy x (d)[2d])

commutes.
Proof. First, we note that it suffices to show that the following diagram commutes:

ideltry

Rf.E Rf.€ @" Rf.Ayx(d)[2d] = Rh, (71€ @" Ax ., x(d)[2d])

H iPFf Rf*(PFn)T

Rf.(id®Y £ try) d Rf.(id®"BCy 5)

Rf.E Rf(€ @ [ RfAx(d)[2d]) Rf«(E ®" Rﬂ'l,*AXxYX(d)[zd])

Rf.(id®@%tr,,)

For this, one can easily check that the left square commutes using the very definition of the projection formula
morphism (see [SP24, Tag 0B56]). Lemma 6.3.8 ensures that the right square commutes and Theorem 6.1.1 (2)
guarantees that the bottom triangle commutes. O

For the next lemma, we need to introduce a new construction:

Construction 6.4.4. Let i: X < Y be an lci closed immersion of pure codimension ¢ and let F be an object
of D(Ye; A). Then we define the cycle class morphism cl;(F): i,i*F — F ® Ay (¢)[2¢] as the composition

. PRV I - ideTcl; L
10" F —— F " i.Axy —> F ®@" Ay (0)[2¢],

where cl; is the cycle class map from Variant 3.3.3.

Lemma 6.4.5. Let X and Y be locally noetherian analytic adic spaces with n € Oy, let f: X =Y be a
smooth proper morphism of equidimension d. Assume that f has a section s: Y — X. Then the compositions

Ay ~ Rf(s.Ay) <5 RE(Ay (d)[2d]) —25 Ay and

R (cls (A(d)[2d]

Ay (d)[2d) = RE. (s. Ay (d)[2d]) DR 1. (Ax (d)[2d] @ A (d)[2d))

—1

S RE (A (@Rd) 8 Ay(@l2d) T

Ay (d)[2d]

are equal to the identity morphisms.

Proof. For brevity, we denote the first composition by « and the second composition by 5. For any objects
F,G € D(Xe; A), we denote by o: F @G =5 G ®@F F the morphism that “swaps factors”. Then Lemma 6.2.2
directly implies that o = id.

To see that 8 = id, we now prove the stronger assertion that 8 = a(d)[2d]. Since Ay (d)[2d] is a locally free
sheaf concentrated in degree 2d, our sign conventions for the commutativity constraint (see [SP24, Tag 0GWN])
imply that the morphism o: A v (d)[2d] @L Ay (d)[2d] — Ay (d)[2d] ®F Ay (d)[2d] is given by multiplication
with (—1)(2d)'(2d) = 1; that is, it is the identity morphism. This observation implies that the following diagram
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cominutes:

Rfos Ay ()24 2 Rp (A (@)f2d) 95 5.Ay) O R (A (@)2d) @ Ay (@)2d) D7 RY (A (d)[2d) @ A (d)[24)

1 -1 -1
] [ [+ [

Ay(@)2d] ———— Ay (2] @* Rfus. Ay — 220 Ay (d)[2d) ©F REAy (d)[2d) ——T— RfAx(d)[2d] @ Ay (d)[2d]

lid @I‘ try
try @ id

Ay (d)[2d].

Therefore, the map S: Ay (d)[2d] — A(d)[2d] (given by the blue arrows in the diagram above) is equal to
id ®a = a(d)[2d] (given by the red arrows), as desired. O

Proof of Theorem 6./.1. The only thing we need to check is that the compositions®”’

“C(f,g)@[‘id" “id®Le(f,5)"’
—_— — 5

Rf.E Rf.E ®F Rf.EV(d)[2d] @ Rf.E RJ.E,

“id®LC(f,S)” “e(f,S)@Li »
_— —_—

Rf.£¥(d)[2d] Rf.EV(d)[2d] ©" Rf.E " RY.E(d)[2d] S RAEV(d)[2d)

are equal to the identity morphisms. For brevity, we denote the first composition by ¢(f, &) and the second
composition by (f,&). We give a full justification for why ¢(f,€) = id, and then only describe the necessary
changes to justify that (f,&) = id.

Recall that we denote by 7 the unit of the (derived) pullback-pushforward adjunction, by KM the Kiinneth
map from Construction 6.3.4, by PF the projection formula map, and, for any objects F,G € D(Xg; A), by
o: FeLG = G ®F F the morphism that “swaps factors”. In what follows, we also freely use Corollary 6.3.9
and [Zav24d, Prop. 9.3 (2)] which guarantee that the Kiinneth map and the projection formula map are
isomorphisms under some assumptions that are always satisfied in this proof.

That being said, we resume the notation of Construction 6.4.2 and consider the diagram in Fig. 1. Using
the definitions of PF, KM, and basic properties of adjunctions, one can check that this diagram commutes.
For the most part, the verification is very similar to that in the proof of Lemma 6.3.8 with the following two
exceptions: triangle (6.4.6) commutes due to the assumption evg and coevg define a duality datum on &, and
trapezoid (6.4.7) commutes due to Lemma 6.4.3.

The map A @~ Rf.€ — Rf.E @ A obtained by going down the entire left column is equal to

(id @ e(f,€)) o (c(f,€) ®*id)

by its very construction. The commutativity of the diagram in Fig. 1 implies that this composition can be
computed by going around the outer diagram from the top left corner to the bottom left corner in a clockwise
direction. Furthermore, we see that Lemma 6.4.5 and the formula R f*(PF;ll) o Rh.(PF;') = id imply that

(id@" e(f,&)) o (c(f,€) @ id) = PF; ' oRf.(0) o PFy = 0: A@" Rf.€ — Rf.E " A.

This formally implies that o(f,&) =id: Rf.€ — Rf.E.

To see that ¥(f,€) = id, we need to use a diagram similar to that of Fig. 1; we leave it to the reader to
figure out the exact shape of the diagram. We only mention that every instance of 71 should be replaced with
7o (and vice versa) and one needs to use the second part of Lemma 6.4.5 (as opposed to the first part used in
the proof above). O

As the first application of Theorem 6.4.1, we show that derived pushforwards along smooth and proper
morphisms preserve lisse sheaves.

Corollary 6.4.8. Let f: X — Y be a smooth proper morphism of locally noetherian analytic adic spaces with
n € Oy. Let £ € Dys(Xet; A) be a lisse complex. Then Rf.E lies in Dys(Yer; A). If € is locally bounded (resp.
perfect), then so is Rf.E.

291 these formulas, we implicitly make the usual identifications R f«& ®F Ay ~RfeE, Ay &L Rf.€ ~ Rf+E, etc. To indicate
this subtlety, we use quotation marks in the maps which implicitly use these identifications.
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Proof. The statement is local on Y, so we may assume that Y is affinoid. As the property of being smooth of
equidimension d is open on the source, we have a finite disjoint decomposition X = |_|;L:0 X; such that X; - Y
is smooth of equidimension i. Since each X; is clopen in X, we conclude that each X is also proper over Y.
Therefore, we can replace X with each X; separately to assume that f is smooth proper of equidimension d
for some d € Z>(. Then Theorem 6.4.1 and [Zav24d, Lem. 11.1] show that Rf, preserves perfect complexes.
Furthermore, the cohomological dimension of R f. is bounded by 2d due to [Hub96, Prop. 5.3.11], so it only
remains to show that R f, preserves lisse complexes.

Using again the finite cohomological dimension of Rf,, we may assume that £ is a bounded below lisse
complex. Then a standard argument using [SP24, Tag 093U] and the Leray spectral sequence from [SP24, Tag
0732] implies that we can assume that £ is a lisse A-module on X¢;. The Chinese remainder theorem implies
that we can assume that A = Z/p™ for some prime number p € Os. By considering the p-adic filtration on €
and arguing one graded piece at a time, we reduce to the case when A = F,, and £ is a lisse F,-module on
Xt In this case, € is a dualizable object of D(Xe; A) by virtue of [Zav24d, Lem. 11.1]. Then Theorem 6.4.1
and another application of loc. cit. imply that Rf.E € D% (Yer; A). O

Remark 6.4.9. It seems that Corollary 6.4.8 is a new result in this level of generality. However, it was
certainly known under some additional assumptions. If Y admits a map to Spa(K, Ok) for a nonarchimedean
field K and n € (O)*, this result was shown in [Hub96, Cor. 6.2.3] by an extremely elaborate argument.
The assumption that Y admits a map to Spa(K, Ok) was recently removed in [Zav23, App. 1.3.4(4)]. Now if
Y is a rigid-analytic space over Spa(K,Ok) and p is equal to the characteristic of the residue field of Ok,
this result was shown in [SW20, Th. 10.5.1] using the full strength of the perfectoid and diamond machinery.
In contrast to these two proofs, our proof is uniform in n, is essentially formal, and remains largely in the
world of locally noetherian analytic adic spaces.*"

The main goal of the rest of this subsection is to extend Poincaré duality to general (not necessarily
dualizable) lisse sheaves. The essential difficulty comes from the fact that the constant sheaf Z/pZ is not

dualizable in D(Xg; Z/p*Z) for any prime p. Nevertheless, our extension of Poincaré duality to this kind of
coefficients will be essentially formal.

Theorem 6.4.10. Let X and Y be locally noetherian analytic adic spaces such that n € Oy, let f: X —Y
be a smooth proper morphism of equidimension d, and let £ € Dys(Xet; A) be a complex with lisse cohomology
sheaves. Then the duality morphism

PD;(€): Rf (R omp(E, Ax(d)[2d])) = Rilomp (RfE, Ay)
from Construction 6.4.2 (ii) is an isomorphism.

Proof. The strategy of this proof is to reduce to the case where A = Z/p"Z for some prime number p € Oy
and £ = F,. In this case, we deduce the result from Theorem 6.4.1.

Step 0. We reduce to the case when X is gegs and connected and A = Z/p"Z for a prime number p € Os.
First, the question is clearly local on Y, so we can assume that Y is an affinoid. Furthermore, [Zav24d,
Cor. 2.3] shows that connected components of X are clopen, so we may and do assume that X is qeqs and
connected. Then the Chinese Remainder Theorem implies that we can assume that A = Z/p"Z for some
prime number p € Oy and some integer r > 0.

In the rest of the proof, we will freely use the following two basic “reduction principles”:

(a) (“two-out-of-three”) If we have a triangle & — £ — £3 in Dyis(Xe; A) and PD¢(&;) is an isomorphism
for two of the three &;, then PD;(&;) is an isomorphism for all three &;.

(b) (“closure under retracts”) If £ is a direct summand of G and PD;(G) is an isomorphism, then PD(€) is
an isomorphism as well.

Step 1. We reduce to the case when & is a lisse sheaf of A-modules. First, we note that Rf, commutes
with sequential homotopy colimits (e.g., as defined in [SP24, Tag 0A5K]) due to [Zav24d, Lem. 9.1]. This
implies that both the source and target of PD; (viewed as functors in £) transform sequential homotopy
colimits into sequential homotopy limits (e.g., as defined in [SP24, Tag 08TB]). Since the natural morphism

30The only exception to this occurs in the proof of Lemma 6.3.1; see Remark 6.3.2.
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hocolimy 7SV E — £ is an isomorphism (this can be deduced from [SP24, Tag 0CRK]), we reduce to the case
when € € D (Xe¢; A). In this case, we consider the exact triangle

T=NE) » €= NE

Recall that Rf. has cohomological dimension 2d by virtue of [Hub96, Prop. 5.3.11]. As a consequence,
both Rf, (R%”omA (r<=N(g), AX(d)[2d])) and RZomp (Rf.7="N(£), Ay) lie in DZN=24(Y;i; A). Given
an integer ¢, the map on cohomology sheaves H? (PD f(E)) is therefore an isomorphism if and only if
H (PDf(7->—(q+1+2d)5)) is so. In particular, if PD;(7>~N€) is an isomorphism for all N, then PD(€) is
an isomorphism as well. Thus, we reduce to the case when £ is bounded. In this case, the two-out-of-three
reduction principle reduces the question further to the case when & is a lisse sheaf of A-modules on Xg;.

Step 2. We reduce to the case £ = F,,. First, the two-out-of-three reduction principle implies that it suffices
to prove the claim for p*&/pFT1€ for each 0 < k < r — 1. Therefore, we can assume that £ is an F-lisse
sheaf (considered as a Z/p"Z-lisse sheaf). The “méthode de la trace”®’ then implies that there is a finite étale

morphism 7: X’ — X of constant degree prime to p such that & =& | + 1s a finite successive extension of
constant sheaves F,,. The composition

£ mé& Tt g
is equal to deg(w) (see Theorem 2.5.6 (4)). Since deg(r) is coprime to p, we conclude that £ is a direct
summand of 7.€’. By the closure under retracts reduction principle, it suffices to show that PD; (77*5’ ) is an
isomorphism. Since the smooth trace is compatible with compositions (Theorem 6.1.1 (1)), we see that the
composition

) BEEDEV@RD, g ¢ (RAoma(7.E", Ay (d)[2d])) —

PDf(ﬂ'*gl)
_—

Rfumy (R oma (€', Ay, (d)[2d])

R%OmA(Rf*Tf—*S/)AY)

is given by PD o (€’). Hence, we are reduced to showing that both PD(€’) and PD o (£’) are isomorphisms.
In other words, we can assume®? that £ is a finite successive extension of constant sheaves F,. The two-out-
of-three reduction principle then allows us to reduce to £ = F,,.

Step 3. End of proof. Now we prove the claim for A = Z/p"Z and £ = F,. In this case, the lisse sheaf of
A-modules F,, v has the following free resolution:

r—1
Cim (B Ax T Ax B Ax) B F, v
For any integer i, denote the naive truncation of C by C; := 027 *C. Then C; fits into the exact sequence

EP,X[i] _> C’L _> EP’X.

This induces the following morphism of exact triangles

Rf. (R:%”omA(EPVX,AX(d)Bd])) — Rf. (R#omp(Ci, Ax (d)[2d])) — Rf. (R%omA(Ep,X[i],AX(d)[Qd]))

|Posce, ) |poscn |Pose, i)
RAZomA(RfE, x,Ay) ———— RAZomp(Rf.Ci, Ay) ————— RAFomy(RfE, x[i], Ay ).

By construction, C; is a perfect (hence dualizable) object in D(Xg; A) for each ¢, so Theorem 6.4.1 implies that
PD(C;) is an isomorphism for every integer i. Now as in Step 1, both Rf, (RZom (E, x[i], Ax(d)[2d]))
and Roomp(Rf.E, x[i],Ay) lie in D=""24(Yy; A). Therefore, we conclude that H?(PD;(F, )) is an

isomorphism for ¢ < i —2d. Since i was an arbitrary integer, PD;(F,, y) is an isomorphism, finishing the
proof. O

31To make this precise, one can argue as in the proof of [SP24, Tag 0A3R].
32We note that we replace X with X', which might be disconnected. This will not be important for the rest of the argument.
At any rate, we can further replace X’ with its connected component to preserve the assumption that X is connected.
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Remark 6.4.11. We point out that the example of the closed unit disk prevents any naive form of “weak”
Poincaré duality to hold. Namely, let C' be an algebraically closed nonarchimedean field of mixed characteristic
(0,p), let X =D, and let n = p > 0. Then Theorem 6.1.1 induces a pairing

. . H2

H(X,F,) @ H27(X, 1) 2 H2(X, 1)~
for each integer 0 < i < 2. One may wonder whether, for a fixed i, the duality map from one of these two
F,-vector spaces to the dual of the other can be an isomorphism (or at least injective or surjective). It turns
out that none of these options holds:

F

p

(1) Lemma 5.5.21 guarantees that H2(X, y,) is infinite, while Proposition 5.1.2 guarantees that H(X,F,) ~
F,. Thus, the map H2(X, u,) — H*(X,F,)¥ cannot be injective, and the map H*(X,F,) — H2(X, )"
cannot be surjective.

(2) On the other hand, Remark 5.1.14 implies that H' (X, Z/p) = H' (X, y1,,) is infinite, while Corollary 5.1.7
implies that HX(X, u,) = 0. Thus, the map H:(X, u,) — H' (X, F,)" is not surjective, whereas the map
H'(X,F,) — HX(X, ) is not injective.

A similar computation can be adapted to the open unit disk X = D! showing that no form of “weak” Poincaré
duality could hold in the partially proper case as well.

Remark 6.4.12. It seems plausible that there could be a more sophisticated version of Poincaré duality
in the style of [CGN23|. For example, in the case of smooth connected affinoid curves, Proposition 5.1.2,
Proposition 5.1.5, and Corollary 5.1.7 imply that, among the cohomology groups involved in Poincaré duality,
only H'(X,F,) and HZ(X, s1,) could be infinite. It is believable that the hugeness of H' (X, F,) is “dual” to
the hugeness of H2(X, y,), or rather to the hugeness of ker(trx) C H2(X, p,). Even though the numerology
of the usual Poincaré duality does not allow this, a more elaborate form of duality (involving higher Ext
groups) might “mix” degrees appropriately. A similar phenomenon occurs in [CGN23]. Unfortunately, we do
not know how to make this precise.

7. THE TRACE MAP FOR PROPER MORPHISMS

In this section, we discuss the construction of a trace map for an arbitrary proper morphism of rigid-analytic
spaces over a non-archimedean field of characteristic 0. Then we prove a version of Poincaré duality for an
arbitrary proper morphism; this positively answers the question raised in [BH22, Rmk. 3.23]. In order to even
formulate the notion of a trace map and of Poincaré duality for proper morphisms that are not necessarily
smooth, we need to use the notions of Zariski-constructible sheaves and of dualizing complexes developed in
[BH22, § 3.1-3.2] and [BH22, § 3.4], respectively. Since the theory has only been worked out for rigid-analytic
spaces over a nonarchimedean field of 0, we always work in this setup in this section (in contrast to Section 6,
where we considered general locally noetherian analytic adic spaces).

Throughout this section, we fix a non-archimedean field K of characteristic 0, an integer n > 0, and put
A :=7Z/nZ.

7.1. Preliminaries on dualizing complexes. We recall that [BH22, Th. 3.21] constructs a dualizing
complex wx for any rigid-analytic space X over K. The main goal of this subsection is to record some basic
facts about these dualizing complexes that are not addressed in [BH22]. Namely, we show that the formation
of wx behaves well with respect to smooth morphisms and relative analytifications.

First, we start with the following lemma.

Lemma 7.1.1. Let f: X = Spa(B, BY) — Y = Spa(A, AT) be a smooth morphism of affinoid rigid-analytic
spaces over K. Then the morphism f%: A — B is reqular. If f is of equidimension d and m C A is a mazimal
ideal such that B ® 4 k(m) # 0, then B ® 4 k(m) has pure Krull dimension d.

This lemma holds without the assumption that char K = 0.

Proof. First, we show that f* is regular. For this, we note that f#: A — B is flat due to flatness of f and
[Zav24c, Lem. B.4.3]. Furthermore, [BKKNG7, Satz 3.3.3] and [Kie69, Th. 3.3] imply that the rings A and
B are excellent. Therefore, [SP24, Tag 07NQ] and [And74, Th. p.1] ensure that it suffices to show that
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k(m) ® 4 B is either zero or geometrically regular for any maximal ideal m C A. We put Cy, := k(m). Then
[Con99, Lem. 1.1.5(i)] implies that it suffices to show that the Cy-algebra Cry® 4B is either regular or zero.
For this, the maximal ideal m uniquely defines a (classical) point y € Y. Then the geometric fiber X3 of

f over y is given by Spa (Cm®AB, (C’m®AB)O). Since f is smooth, we conclude that X3 is smooth over

Spa(Crm, C2), so [FvdP04, Th. 3.6.3] implies that Cy, &4 B is regular or zero.
We are left to show that B® 4 k(m) has pure dimension d if it is non-zero and f is of equidimension d. We keep

the notation of the previous paragraph and observe that the fiber X, is given by Spa <B®A k(m), (B®Ak(m)) o) .

Then [Hub96, Lem. 1.8.6 (ii)] implies that each connected component of Spec(B® 4 k(m)) is of Krull dimension
d. Since we already know that B ® 4 k(m) is regular, we conclude that it is of pure Krull dimension d. O

Corollary 7.1.2. Let f: X — Y be a smooth morphism of equidimension d between rigid-analytic spaces
over K. Then there is a canonical isomorphism

as: frwy(d)2d) = wx.

Proof. After unraveling the definition of the dualizing complex in [BH22, Th. 3.21], we reduce the question
to showing that for a smooth morphism f: Spa(B, B°) — Spa(A, A°) of equidimension d with associated
morphism f22: Spec B — Spec A, there is a unique isomorphism (compatible with the pinnings) of potential
dualizing complexes™ o i : f8*w,(d)[2d] = wp. This follows from Lemma 7.1.1 and [BH22, Lem. 3.22]. O

Remark 7.1.3 (Algebraic version of Corollary 7.1.2). (1) A proof similar to that of Corollary 7.1.2 (in fact,
easier), shows that for any K-affinoid algebra A and any smooth morphism f: X — Y of equidimension
d between locally finite type A-schemes, there is a canonical isomorphism

af®: frwy(d)[2d] = w.

(2) In the proof of Corollary 7.1.2, we also used the following fact: for a smooth morphism f: Spa(B, B°) —
Spa(A, A°) of equidimension d between rigid-analytic spaces over K and the corresponding morphism
f¥8: Spec B — Spec A of affine schemes (which is not necessarily of finite type), there is a canonical
isomorphism

Oéfalg : falg’*wSpecA(d) [2d] ; WSpec B+
Both of these isomorphisms essentially come from [BH22, Lem. 3.22| (or [ILO14, Exp. XVII, Prop. 4.1.1]).

Now we discuss the behavior of dualizing complexes with respect to relative analytifications. Again, we
first need to verify an algebra result:

Lemma 7.1.4. Let A be a K-affinoid algebra, let B be a finite type A-algebra, let X = Spec B, and let
U = Spa(R, R°) C X*/4 be an open affinoid in the relative analytification of X (see Construction 2.5./).
Then the natural morphism B — R is regular, and dim R ® g k(m) = 0 for any mazimal ideal m C B such
that R ®@p k(m) # 0.

This lemma holds without the assumption that char K = 0.

Proof. First, we note that A is a Jacobson ring by virtue of [Bos14, Prop. 3.1/3]. Therefore, [SP24, Tag 00GB|
implies that Spec B — Spec A sends closed points to closed points. Since X*/4 — Spa(A, A°) sends classical
points to classical points, [Con99, Lem. 5.1.2 implies that |cx/a]: | X20/4| = | X| defines a bijection between
classical points of X**/4 and closed points of X. As a consequence, the natural morphism r: Spec R — Spec B
sends closed points to closed points and is injective on closed points. Since R is Jacobson, we conclude that
r~1({s}) consists of at most one closed point for any closed point s € Spec B. Combining these results with
[Bos14, Prop. 4.1/2] and [Con99, Lem. 5.1.2(2)], we conclude that, for every maximal ideal m C B such that
k(m) @ R # 0, the ideal mR C R is maximal, and the morphism By, — Ry induces an isomorphism on
residue fields.

Now we recall that B is excellent due to [Kie69, Th. 3.3] and [Gro65, Scholie 7.8.3(ii)]. Therefore, [SP24,
Tag 07TNQ], [And74, Th. p.1], and the conclusion of the previous paragraph imply that, in order to obtain

333ee [ILO14, Exp. XVII, § 2] for the detailed and self-contained discussion of potential dualizing complexes.
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both claims of the lemma, it suffices to show that, for every maximal ideal m C B such that k(m) ® 5 R # 0,
the natural morphism

By — Rn
is flat and induces an isomorphism on residue fields. The latter claim was already verified in the previous
paragraph. The first claim follows from [Zav24d, Lem. 6.4], [SP24, Tag 0523|, and [Bosl4, Prop. 4.1/2]. O

Corollary 7.1.5. Let A be a K-affinoid algebra, let X be a locally finite type A-scheme with the relative
analytification cx/a: thn/A — X¢t. Then there is a canonical isomorphism

BX/AZ C}/AWX = Wxan/A,
where wx is a potential dualizing complex on X (see [BH22, Th. 3.19] and [ILO14, Exp. XVII, Th. 5.1.1]).

Proof. The proof is completely analogous to that of [BH22, Th. 3.21 (7)] using Lemma 7.1.4 and [BH22,
Lem. 3.22]. O

Lemma 7.1.6. Let A be a K-affinoid algebra, let f28: X — Spec A be a smooth morphism of equidimension
d, and let f: X*/4 — Spa(A, A°) be its relative analytification. Then the diagram

* alg,* o F*(Bspec a/a) L
CX/Af & WSpec A = f CAWSpec A T T— f wSpa(A,AO)

(7.1.7) ZJ/C}/Aafalg Zla.f

* Bx/a
CX/AUJX = Wxan/A

commutes, where the (3’s are the isomorphisms from Corollary 7.1.5, ay is the isomorphism from Corollary 7.1.2,
and o paiz s the isomorphism from Remark 7.1.5.

Proof. We note that c}/Afalg’*wspecA is isomorphic to wyan/a via the composition ay o f*(Bspec a/4). There-
fore, [BH22, Th. 3.21 (3)] implies that R%ﬂom(c}/Afalg’*wspecA,ann/A) ~ Ayan/a lies in DZO(XMI/A'A).

&t
As a consequence, it suffices to check that Diagram (7.1.7) commutes étale locally on X an/A - After unraveling
the definitions, the result then follows from Lemma 7.1.1, Lemma 7.1.4, and (most importantly) [ILO14,

Exp. XVII, Rmg. 4.1.3]. O

7.2. Smooth and closed traces. The main goal of this subsection is to define versions of trace maps for
closed immersions and smooth morphisms (with coefficients in dualizing sheaves). The first construction will
essentially come from adjunction, while the second construction will essentially come from the smooth trace
map of Theorem 6.1.1.

We start with the case of closed immersions. For this, we recall that [BH22, Th. 3.21 (1)] provides us with
a canonical isomorphism ¢;: wx — Ri'wy for any closed immersion 7: X — Y. This gives us the desired
trace via the following construction:

Construction 7.2.1 (Closed trace). Let i: X < Y be a closed immersion of rigid-analytic spaces over K.
The closed trace map is the morphism Tr;: i,wx — wy defined as the composition

ix(Ci

. ). .l €4
wwx — LRI wy — wy
where ¢; is the counit of the (i, Ri!)—adjunction. In other words, Tr; is adjoint to the isomorphism c¢;.
The closed trace has its obvious analog in algebraic geometry:

Construction 7.2.2 (Closed trace in algebraic geometry). Let A be a K-affinoid algebra, and let i: X < Y be
a closed immersion of locally finite type A-schemes. The closed trace map is the morphism Tr?lg: lhwx — Wy
defined as the composition

. T (C?lg) . .1 €
lawx —— L Ri'wy — wy

where c?lg is the isomorphism induced by [ILO14, Exp. XVII, Prop. 4.1.2] and ¢; is the counit of the
(i+, Ri')-adjunction.
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Remark 7.2.3. The closed trace map satisfies the following basic properties:
(1) the closed trace is compatible with compositions, i.e., for a pair of Zariski-closed immersions i;: X — Y
and io: Y — Z, we have the following equality:
Tl‘iz OZ'Q’*(TYH) = Trizoil : (ig o il)*wx — Wz,
(2) the closed trace is étale local, i.e., for a Zariski-closed immersion i: X < Y, an étale morphism g: Y’ — Y,
and the fiber product X’ :== Y’ xy X with the two projections i': X’ — Y’ and ¢’: X’ — X, the diagram
./ Tri/
1, Wx wy
i;(ag/) 2 O‘gTZ

./ Ik BC * v g* Tr; *
1.9 WX $—< — g kwx ——— § Wy,

commutes, where the a’s are the isomorphism from Corollary 7.1.2;
(3) the closed trace is compatible with relative analytification, i.e., for a K-affinoid algebra A and a closed
immersion i: X — Y of locally finite type A-schemes, the diagram

an/A
% . ~ .a,n/A * Zi / (ﬁX/A) .an/A
Cyjalawx ———> iy | Cx/aWx ——~ 7 G | Wxan/a
J{C;/A (Tr?lg) J{Trian/A
* By,a
Cy AWy o~ Wyan /A,

commutes, where the top left arrow is the isomorphism from [Hub96, Th. 5.7.2] and the 8’s are the
isomorphisms from Corollary 7.1.5.

We do not justify these facts fully. Instead, we only mention the main ingredients and leave the details to the
interested reader. Using the constructions of « and of the trace map (and the construction of ¢; in [BH22,
Th. 3.21 (1)]), one reduces the first two claims to the analogous claims in algebraic geometry,** then using the
(g1,g%)- and the (i., Ri')-adjunctions, one reduces the first claim to [[LO14, Exp. XVII, Rmq. 4.1.3] and the
second claim to [ILO14, Exp. XVII, Lem. 4.3.2.3].° The last claim follows from the construction of closed
traces, Lemma 7.1.4, and [ILO14, Exp. XVII, Lem. 4.3.2.3].

For future reference, we also record the following basic result:

Lemma 7.2.4. Leti: X — Y be a nil-immersion of rigid-analytic spaces over K. Then Tr;: i,wx — wy 18
an isomorphism.

Proof. After unraveling the definition, we see that it suffices to show that the counit morphism i, Ri'wy — wy
is an isomorphism. For this, it suffices to show that 4.: Shv(Xe; A) — Shv(Ys; A) is an equivalence. This
follows directly from [Hub96, Prop. 2.3.7]. O

Now we wish to explicate this construction in some cases. For this, we assume that i: X — Y is a
closed immersion, Y is smooth of equidimension dy, and X is smooth of equidimension dx. Then [BH22,
Th. 3.21 (1)] ensures that there are canonical isomorphisms wx ~ Ay (dx)[2dx] and wy ~ Ay (dy)[2dy].
Furthermore, [Zav24d, Lem. 5.9, Lem. 5.6] ensure that ¢ is an lci closed immersion of pure codimension
dy —dx.

Construction 7.2.5 (Cycle class). With the notation above, we define the cycle class cl;: i.wx — wy as
the composition

. . cli (Ay (dx)[2dx])
iy = iy (dx ) [2dy] SEEIBLD g 2dy] =~ wy,

where cl; (Ay (dx)[2dx]) is the cycle class from Construction 6.4.4.

34Tor the second claim, note that the ring map A — B induced by an étale morphism g: Spa(B, B°) — Spa(A, A°) is in
general not an étale ring morphism, but only a regular morphism for which all nonempty fibers over the closed points have pure
dimension 0. Fortunately, [[LO14, Exp. XVII, § 4] is written in the generality of regular morphisms and can thus still be applied.

35The statement [ILO14, Exp. XVII, Lem. 4.3.2.3] imposes the additional assumption that the morphism g is surjective, but
the proof does not use it.
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Note that the notation in Construction 7.2.5 leads to a slight ambiguity because cl; already denoted the
cycle class map i, Ay — Ay (dy — dx)[2(dy — dx)] in Variant 3.3.3. However, as we always consider cycle
class morphisms for dualizing complexes in this section, this should not cause any confusion. Now we show
that Construction 7.2.1 and Construction 7.2.5 agree with one another:

Lemma 7.2.6. Let X and Y be smooth rigid-analytic spaces over K of equidimension dx and dy , respectively,
and leti: X —'Y be a closed immersion. Then

cl; = Tr;: thwx — wy.

Proof. First, [BH22, Th. 3.21 (1),(3)] implies that RZom(i,wx,wy) =~ i, RAom(wx,wx) ~ i, Ax €
DZ(Yg; A). Therefore, we can check locally on Y that cl; and Tr; coincide. So we may and do assume that
Y = Spa(A4, A°) is affinoid, and then X = Spa(A/I,(A/I)°) for some ideal I C A. In this case, [FvdP04,
Th. 3.6.3] implies that both A and A/I are regular. The dualizing complexes of Y and X are constructed as
an analytification of potential dualizing complexes on Spec A and Spec A/I respectively. Tracing through the
proof of [BH22, Th. 3.21 (1)] and using [[L.O14, Exp. XVII, Lem. 2.4.3.4], we see that Tr; is the analytification
of the (appropriately twisted and shifted) algebraic cycle class map for 7#2: Spec A/I — Spec A. Thus, we
reduce the question to showing that the analytic cycle class map is equal to the analytification of the algebraic
one. This was already proven in Lemma 3.4.1. O

Next, we define a version of smooth trace maps with coefficients in dualizing complexes.
Construction 7.2.7 (Smooth trace). Let f: X — Y be a separated taut smooth morphism of rigid-analytic
spaces over K.
(1) Assume that f is of equidimension d. Then we define the smooth trace map Try: Rfiwx — wy as the

composition

Rfiwx mies, Rfi(f*wy (d)[2d]) SN wy @ Rfi (A (d)[2d]) LN

where oy is the isomorphism from Corollary 7.1.2, PF; is the projection formula isomorphism from
[Hub96, Th. 5.5.9 (ii)], and tr; is the trace morphism from Theorem 6.1.1.

(2) Now let f be a general separated taut smooth morphism. Then there exists a clopen decomposition
X = | Jyen Xa such that fq = f|Xd : X4 — Y is of equidimension d. We define

Tr
TI‘fS Rfl wx ~ @Rfd,!de Q) Wy .
deN

Construction 7.2.8 (Smooth trace in algebraic geometry). Let A be a K-affinoid algebra and let f: X — Y
be a separated smooth morphism of locally finite type A-schemes. Then one can define the trace map

Tr?clg: RfIUJX — Wy

similarly to Construction 7.2.7 (using [SGA4, Exp. XVIII, Th. 2.9] in place of the analytic trace map and the
isomorphism oz‘}lg from Remark 7.1.3 in place of ay).

Remark 7.2.9. If f is separated taut étale, then Theorem 6.1.1 (3) implies that Tr; is given by the

fila7h) X
composition fwx- -5 Nffwx RN wx, where €y is the counit of the (fi, f*)-adjunction.

Remark 7.2.10. The smooth trace map satisfies the following properties:

(1) the smooth trace is compatible with compositions, i.e., for a pair of smooth separated taut morphisms
fi: X =Y and f3: Y — Z, we have the following equality:

Trfz ORfQ,!(Trﬁ) = Trf20f1 : R(f2 © fl)!WX — Wz;

(2) the smooth trace is étale local, i.e., for a smooth separated taut morphism f: X — Y, an étale morphism
g: Y’ =Y, and the fiber product X’ := Y’ xy X with the two projections f': X’ - Y’ and ¢': X' — X,
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the diagram
/ T\I'f/
Rf! wx Wy

Rf{(ag/ﬁz %Tz

BC, g” Try
Rf{g’*wx <7~' g Rfivx ——— g wy

commutes, where the a’s are the isomorphisms from Corollary 7.1.2 and BC, is the base change map for
compactly supported pushforward from [Hub96, Th. 5.4.6];

(3) the smooth trace is compatible with relative analytifications, i.e., for a K-affinoid algebra A and a smooth
separated morphism f: X — Y of locally finite type A-schemes, the diagram

an/A
* R ~ R an/A x RSy / (ﬁX/A) R an/A
cy/a fiwx ———— Rf] Cxjawx ———=—— 1 Wxan/A
J{C;/A(Tri}lg) J:Prfan/A
By/a
3
Cy/AWY o~ Wyan /A,

commutes, where the top left arrow is the isomorphism from [Hub96, Th. 5.7.2] and the 8’s are the
isomorphism from Corollary 7.1.5.

The first two claims follow immediately from Theorem 6.1.1 (1) and Theorem 6.1.1 (2), respectively. The last
claim follows from Lemma 7.1.6 and Proposition 6.2.4.

The rest of this subsection is devoted to showing that closed and smooth trace maps are compatible with
each other in a precise way. We start with the following basic lemma:

Lemma 7.2.11. Let X', X, Y, and Z be rigid-analytic spaces over K, let h: X' — X be a surjective
separated taut €tale morphism, let g: X — 'Y be a separated taut smooth morphism, and leti: Y — Z be a
closed immersion. Set f:=i10g: X — Z and ' :=iogoh: X' — Z. Then:
(i) RZom(Rfiwx,wz) lies in D=°(Zg; N);
(ii) Hom(R fiwx,wz) =~ HY(Y, #om(R*?gAx (d), Ay)) if g is of equidimension d;
(iii) the morphism Hom(R fiwx,wz) — Hom(Rf wx/,wz) induced by Try, is injective.
Proof. Using a similar clopen decomposition as in Construction 7.2.7 (2), we can reduce all three parts to the

case where g is of relative equidimension d for some integer d > 0. Then Corollary 7.1.2 and the projection
formula imply that Rgiwx ~ RgiA y (d)[2d] @ wy. Therefore, we have

(7.2.12) RAom(Rfiwx,wz) ~ R#om(i.Rgwx,wz) ~ i,RA-om(Rg A (d)[2d] @ wy,wy)
~ i ,RAom(Rg A x (d)[2d], R om(wy ,wy)) ~ i.R#om(Rg Ay (d)[2d], Ay) € DZ0(Zg; M),

where the first isomorphism follows from Riy ~ 7., the second isomorphism follows from [BH22, Th. 3.21 (1)]
and Rgiwx ~ RgiA (d)[2d] ®F wy, the third isomorphism follows from the (derived) tensor-hom adjunction,
the fourth isomorphism follows from [BH22, Th. 3.21 (3)], and the last containment follows from Lemma 6.1.2.
This finishes the proof of (i).

Now (7.2.12) and [Hub96, Prop. 5.5.8] directly imply that

Hom(R fiwx,wz) ~ H(Y, #om(R* giA x (d), Ay)).
This proves (ii). Now we deal with (iii). Set ¢’ := go h: X’ — Y; this is also a separated smooth taut
morphism of equidimension d. Thus, (ii) implies that
Hom(R fiwx,wz) ~ H(Y, #om(R* giA x (d), Ay)) and Hom(Rflwx:,wy) ~ H(Y, #om(R*gA . (d),Ay)).

Therefore, it suffices to show injectivity of the morphism J#om(R?IgiA v (d), Ay ) — #om(R?*1g{A . (d), Ay ),
which is induced by

R24g, (68" (d)) : R2g/A . (d) — R¥g A (d)
thanks to Remark 7.2.9. For this, it suffices to prove that R%dg, (trff(d)) is surjective. This follows from
[Hub96, Prop. 5.5.8] and (an easy case of) Lemma 6.2.3. O
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The following technical lemma comes in handy later.
Lemma 7.2.13. Let

I~

be a Cartesian diagram of locally noetherian analytic adic spaces with f étale and g proper. Then:

(i) the base change natural transformation BC: f*Rg. — Ryl f"* and the reverse direction natural trans-
formation BC': Rg. f"* ~ Rg,’f"! — f'Rg) ~ f*Rg, are inverse to each other;
(i) the two natural transformations

(77f ’)

Ry,
Ry, =" Rglf™" f{ 25

= f*Rg.f{ =~ [*fiRg. and Rg. L+ f*fiRg.

agree, where ng (resp. ng/) denotes the unit of (fi, f*) (resp. (f/, f"*)).

Proof. To see (i), note that the functors involved are derived functors of functors defined at sheaf level. Since f

is étale, the functors f*, f"*, g., and g preserve K-injective complexes. For each F € D(Yg; A), both BC(F)

and BC'(F) are hence computed by applying them termwise to a fixed K-injective complex representing F.

Therefore, it suffices to check the claim for injective sheaves, and at sheaf level one can argue on stalks. Now

the question is étale local on Y, so we may even assume that the étale map is an open immersion, in which

case it follows directly from the definition that the two natural transformations are inverse to each other.
To deduce (ii) from (i), we consider the reverse base change maps BC’ for the two diagrams

X/ id X/ g’ X X/ q' X id X
J{ J{f lf and id l lf
x Ly 9y x4y x Jy

Our claim then follows from the fact that the two outer diagrams are the same and the reverse base change
maps are compatible with “concatenation” of diagrams. O

We can now study the compatibility of closed and smooth trace maps in cartesian diagrams:

Lemma 7.2.14 (Compatibility for Cartesian diagrams). Let f: X — Y be a separated smooth taut morphism
of rigid-analytic spaces over K, let i: Y' —'Y be a closed immersion of rigid-analytic spaces over K, and let

be the resulting pullback square. Then the following diagram commutes:

Rh! wxr Rf(Trir) Rfu wx
(7'2'15) J{i* (’I‘r‘f/) iTrf
. Tr;
LWy —— Wy'.

Proof. Step 1. Proof for étale f. We first establish the claim when f is additionally assumed to be étale.
To do so, we verify the commutativity of the (fi, f*)-adjoint of (7.2.15). Explicitly, this adjoint is given by
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the red rectangle in the following diagram:

il (af, ) Tr,
i floy ¢ —— fwxy ———————— wx -1

. ns ns
Z;(T]f’)

S fi(Tryr)
s

(7.2.16) f*f!i;wX/
12

[hwx  fraeyh Jnf

gl ploplx L f" (o f’) 1 oplx gl BC~ x: pl * *
S wy <7 i f fluxr ————— friflux [ hfwy
7 (Try)
i (Trgr) friw(Trp)
m l d J ’ ) %
ek BC~! % S (Tr; *
i f oy ———— frlwyr ———— ffwy

Note that except for the lower red rectangle, every other part of this diagram commutes, thanks to the
naturality of the base change maps BC™! and the adjunction units 7 ¢ and 7y, the description of étale trace
maps (Remark 7.2.9), as well as Lemma 7.2.13 (ii) in the case of (7.2.16). Thus, it suffices to show that the
outer diagram commutes. Since f*(ef) ony =id and f"*(es/) oy = id, this amounts to the commutativity of

Tr,/

i

il LWX7 wx

it {a? '
i oy B iy T oy
which follows directly from the observation that the closed trace map is étale-local on the target (Remark 7.2.3).

Step 2. The statement is étale local on X and Y. Next, we prove that if g:U—- X and g: V - Y are
separated taut étale covers and f: U — V is a separated smooth taut morphism fitting into a diagram

v—1 v

bk

x 1 vy
then it suffices to show the assertion for f: U — V and i := (i,id): Y’ xy V — V instead of f and i. To see this,
note that we can extend (7.2.15) to the followmg diagram, in which we set =0, f): Y xy U—=Y' xy V,
"= (i,id): Y' xy U = U, and h:=go foi' = goio f and all the diagonal arrows are étale trace maps:

~ \Rfi (Trs, 5
Rhiwy 'y U oA g R friwu
/ ke (T ) /
Rhiwx RF () Rfiwx 9:(Trf)
J Try
~ 1 (Tr=
iw(Tryr) QWY x4V 9(Tr3) qQwy
i*wy/ Tri wy

The top and bottom side of the diagram are induced by cartesian squares and commute thanks to Step 1.
The left and right sides commute by the compatibility of smooth traces with compositions (Remark 7.2.10).
Since the morphism

Hom(Rhjwx/, wy) — Hom(RiLg Wy’ x4 Us Wy )
induced by Tr(q,4 is injective by virtue of Lemma 7.2.11 (iii), a simple diagram chase shows that the
commutativity of the back side of the diagram implies the commutativity of the front side.
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Step 3. Reduce to the case of X = P;l,’an and Y is affinoid. By Step 2 and [Hub96, Cor. 1.6.10, Lem. 5.1.3],
we may assume that Y is affinoid, that f is of equidimension d for some integer d > 0, and that f factors
as X & A%™ Y for some separated taut étale morphism g: X — A$™. Since the commutativity of
(7.2.15) can be checked for the two morphisms separately and was verified for g in Step 1, we may assume
that X = A@an. Another application of Step 1 to the open immersion Aian - Pf,’an reduces us to the case
when X = P;i,’an and f is the structure map Pf/’an —Y.

Step 4. End of proof. Now we are in the situation where Y is affinoid and X = Pd’an. We put Y =
Spa(A, A°) and Y’ = Spa(A/I, (A/I)°). Thanks to Remark 7.2.3 (3) and Remark 7.2. 10 (3), it suffices to
show that for the corresponding Cartesian diagram of finite type A-schemes

/ ,alg

A/I —— P

J{f( aw J{falg

Spec A/T AN Spec A,

the induced diagram

Rfalg(y:[\ralg )
alg * /alg alg
Rh* wP(jl/I Rf WP%
7.2.17 el 1
( ) D) T,
,I\ralg

l ialg
wSpec AT > WSpec A

commutes. Recall that the adjoint to the algebraic trace morphism R, f*lg 8% W pee 4 (d)[2d] — Wspec 4
(see [SGA4, Exp. XVIII, Th. 2.9]) defines the Poincaré duality isomorphism PD jaie : & *wspec 4(d)[2d] =
Rfalg’!wspecA, and similarly for f#8. We denote by Cpale : Wpd = Rfalg*!wspecA the isomorphism coming
from [ILO14, Exp. XVII, Prop. 4.1.2] (and similarly for f2% j2e and i"*#) and remind the reader of the
isomorphism  faie : f48*wgpec a(d)[2d] = wpa from Remark 7.1.3. Then the second paragraph after [ILO14,
Exp. XVII, Lem. 4.4.1] implies that the composition

alg.» o pale Crals o ralg!
f ’ wSPeCA(d) i2di T> de —> Rf "WSpec A

is equal to the Poincaré duality isomorphism PD jaiz defined above; the same claim holds for f’. Therefore,

after unraveling the definition of Tr*'8 . we conclude that Tr™%, is given by the composition

fdlg_ 9 fdlg

€ ralg

fag(cfalg)
. | lg,!
Rff ngag WSpec A —> WSpec A

1
RfY ngi
where € a1x is the counit of the (R f!alg7 Rf#')-adjunction; a similar formula holds for f"*#. After unraveling
the definition of Tr;.s, we see that it is also given by the composition

%' (c,a1g)
-al alg,!
R wSpcc A/I : > 1 gRZ &! WSpec A 9 WSpec A-

In conclusion, for the purpose of proving the commutativity of Diagram (7.2.17), it suffices to show that the
following diagram commutes:

Rhilg (Ci/,alg) Rfflg(ﬁialg )

. |
Rhilgwpz/l Rhilng”alg"wPZ Rfjlg(ﬂpi
iRhilg(C‘f/,alg) thilgRi,’alg’! (cpalg) in*alg(cfalg)

RAYER S ™8 (¢ 014) RS (e, aig RFE)

les £/,alg,! 1 lg,! 1 Ig,!
Rhi ng a8 WSspec A/T Rhi SRh™® WSpec A Rfj ngag WSpec A

J/iilg(ef/,alg) liilg(ef/,algialg’!) J/Efalg

C,alg €,alg

al -al -alg,!
Ty ngpec A/I Ty SRi™® WSpec A WSpec A
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The top right square and the bottom left square commute due to functoriality of €;1c and €12, respectively,
the bottom right square commutes due to the compatibility of adjunction counits with compositions, and the
top left square commutes due to [ILO14, Exp. XVII, Rmq. 4.1.3]. O

Now we are ready to show a version of Lemma 6.2.2 for traces with coefficients in dualizing complexes:

Lemma 7.2.18. Let f: X — Y be a separated taut smooth morphism of rigid-analytic spaces over K and let
s:Y < X be a section. Then the composition of trace maps

Rfi(Tr,

wy = (Rfi 0 5.)(wy) L Rfiwx —Ls wy

is the identity.

Proof. Without loss of generality, we may and do assume that Y is connected. Pick a classical point y € Y.
The canonical inclusions fit into a cartesian diagram

X, —'s X

Ol

Thanks to Remark 7.2.3 (1) and Lemma 7.2.14, respectively, the left and right square in the following diagram
commute:

LR (Tr,) i (Trp)

. . YN} . / .
tewy ~ LR f s wy Z*Rf!wa — Gy
J/T‘ri lRfv (Tri/ ) J/Tri
sz(TrS) T
wy ~ Rfiswy

Rfiwx 4“ wy .
It follows that it suffices to prove the assertion for f” instead of f: indeed, by [BH22, Th. 3.21 (3)] and the
full faithfulness of i,, the two horizontal compositions are given by scalar multiplication with an element of A
and the commutativity of the diagram guarantees that both classes map to the same element in

A ~ Hom(wy, wy)

J{Z ZJ(— oTr;

Hom(w,, wy) ri oi () Hom(i.w,,wy),

~

hence they must be equal. In conclusion, it is enough to prove the statement when Y is a smooth rigid
space over K (in fact, Y = Spa(K’, O-) for some finite extension K'/K) and X is a separated taut smooth
rigid-analytic space over K. In this case, the result follows directly from Lemma 6.2.2 and Lemma 7.2.6. O

Lastly, we extend Lemma 7.2.14 to commutative diagrams that are not necessarily cartesian.

Theorem 7.2.19 (Compatibility for commutative diagrams). Consider a commutative diagram of rigid-
analytic spaces over K

X < x

lf’x‘ lf

Y Y.
Suppose that f and f' are separated, taut and smooth, and that i and i are closed immersions. Then the
following diagram in D(Yg; A) commutes:

Rh! wx’ M} Rf! wx

J{i* (Try/) lTrf

. Tri
LyWyr —— Wy
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Proof. We first deal with two special cases in which one of the morphisms is the identity and then use them
to deduce the general version.

Step 1. Proof when X' =Y’ and f' = id. The fiber product W := X xy Y’ comes with natural projections
g: W =Y and j: W — X. Moreover, ¢' induces a natural section s: Y’ — W of g. These maps fit into the
commutative diagram

Wty X
(b2
Y sy
An application of Remark 7.2.3 (1), Lemma 7.2.14, and Lemma 7.2.18, respectively, then gives the desired
identity
Try oRfi(Tryr) = Try oR fi(Trj) o R(f 0 j)1(Trs) = Tr; 0iy(Trg) o R(i 0 g)1(Trg) = Ty .
Step 2. Proof when Y’ =Y and i = id. The fiber product W := X’ xy X comes with natural projections

g: W — X’ and ¢’: W — X, which are again separated, taut and smooth. Moreover, ¢’ induces a natural
section s: X’ — W of g. These maps fits into the commutative diagram

w —> X
(Lo / 7
x Ly
An application of Step 1, Remark 7.2.10 (1), and Lemma 7.2.18, respectively, then gives the desired identity
TrsoR fi(Try) = Try oRfi(Try) o R(f 0 ¢')1(Trs) = Trp oRf{(Try) o R(f 0 g)1(Trs) = Trypr .
Step 3. Proof in the general case. The fiber product W := X’ xy Y fits into the commutative diagram

where j and j’ are closed immersions. An application of Remark 7.2.3 (1), Lemma 7.2.14, and Step 2
respectively, then gives the desired identity

Try oRfi(Tr;) = Try oR fi(Tr;) o R(f 0 5)1(Tr;) = Tr; 0, (Try) o R(i 0 g)1(Trjr) = Tr; ois (Try). O

7.3. Smooth-source trace. The main goal of this subsection is to construct a trace map for any separated
taut morphism f: X — Y of rigid-analytic spaces over K with X smooth and Y separated and taut. In the
next subsection, we will drop the assumptions on X and Y at the expense of assuming properness of f.

For the next construction, we fix a separated taut morphism f: X — Y as above. This automatically
implies that X is separated and taut as well. Then we factor f as the composition

Ff Ty
X—=XxY—Y

of the graph morphism I'y and the natural projection my. Note that I'f is a closed immersion since Y is
separated (see [Zav24c, Cor. B.6.10 and B.7.4]) and that 7y is a separated taut smooth morphism because X
is separated taut and smooth over K.

Construction 7.3.1 (Smooth-source trace). For f as above, the smooth-source trace map Try: Rfiwx — wy
is the composition
Rﬂ'y :(Trpf)
Rf[ wx =~ (R?TYJ o Fﬁ )(.OX _— RTrylexy —) Wy,

where Trr ; 1s the closed trace from Construction 7.2.1 and Tr,, is the smooth trace from Construction 7.2.7.
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We now verify some basic properties of smooth-source trace maps.

Proposition 7.3.2. Let f: X =Y and g: Y — Z be separated taut morphisms of rigid-analytic spaces over
K. Assume that X is smooth over K and that Z is separated and taut over K.

(i) (Compatibility with smooth trace) If f is smooth, then Try is equal to the smooth trace map from
Construction 7.2.7. In particular, Try = id when f = id.
(ii) (Compatibility with closed trace) If f is a closed immersion, then Try is equal to the closed trace map
from Construction 7.2.1.
(iii) (Compatibility with smooth maps) If h: Y' =Y is a separated taut smooth morphism and

x I x

s

)
is a cartesian diagram, then Trp oRhi(Trp) = Try oRfi(Trps), where Try, and Try, denote the smooth
trace maps from Construction 7.2.7.

(iv) (Compatibility with compositions I) If Y is smooth, then Trgop = Trg oRgi(Try).

(v) (Compatibility with compositions II) If g is a closed immersion (resp. smooth), then Tryor = Try oRgi(Try)
where Tr, is the closed trace from Construction 7.2.1 (resp. the smooth trace from Construction 7.2.7).

Proof. Parts (i) and (ii) follow directly from Theorem 7.2.19 (more specifically, from the special cases treated
in Step 2 and Step 1 of its proof, respectively).

Now we deal with (iii). For this, we consider the following commutative diagram:*°

f/

T Tyt
X/ f X’XY/ Y Y/
J{h’ J{h’xh J{h
X—7L s xxy — v

f

Note that h, i/, my, and 7wy are separated, taut and smooth, and that I'y and Iy are closed immersions.
Therefore, the assertion results from

Trp oRAy(Tryr) = Trp, oORM(Trry, ) o R(R oy ) (Trr )
= Trr, oRmy,(Trprxn) o R(my o (B % h))!(Trpf,)
= Trr, oRmy, (Trp, oRTf1(Try))
= Try, oRmy, (Trr,) o Rfi(Trp)
= Try oR fi(Trpr),

where the first equality follows from Construction 7.3.1, the second equality follows from Remark 7.2.10 (1),
third equality follows from Theorem 7.2.19, the fourth equality follows from f = my oI'¢, and the last equality
follows again from Construction 7.3.1.

36We warn the reader that the inner squares in the diagram below are not cartesian.
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To prove (iv), we first treat the case when f is a closed immersion. In this case, we consider the following

commutative diagram:

X Tt L xyz

X‘ jfxid
X
Sl T

Note that f, I'yor, f x id, and I'y are closed immersions. Therefore, the assertion results from
Try oRg(Trf) = Trpy oRmy, (Trr,) o Rary, (RT,(Try))
=Ty Ongﬁl(Trfxid) ° ng!(Trp

=Trx ORﬂ'%{! (Trp

gof)

gof )
= Tl"gof,
where the first equality follows from Construction 7.3.1, the second equality follows from part (ii) and
Remark 7.2.3 (1), the third equality follows from Theorem 7.2.19, and the last equality follows again from
Construction 7.3.1.
Now we prove (iv) for a general f. For this, we consider the following commutative diagram:

Lgoy

x Y xxy A9y w7

Y —f s 7
Then the assertion results from
Tr, oRg1(Try) = Trg o Rgi(Trry, ) o Ry (R71'y7! (Trpf))

= Tr,, oR7mz1(Trid x4) © Rz, (R(id xg)!(Trpf))

= Try, oR7z(Trr,, ;)

=Trgof,
where the first equality follows from Construction 7.3.1, the second equality follows from Theorem 7.2.19,
the third equality follows from the observation that X x Y is smooth and the case of closed immersions

established above, and the last equality follows again from Construction 7.3.1.
The proof of (v) is similar to that of (iv). We leave the details to the interested reader. O

Proposition 7.3.2 (iii) formally implies that the smooth-source trace is étale local, yielding the following
variant of Remark 7.2.3 (2) and Remark 7.2.10 (2):

Remark 7.3.3 (Smooth-source trace is étale-local on the target). Let f: X — Y be a separated taut
morphism and h: Y’ — Y be a separated taut étale morphism of rigid-analytic spaces over K. Assume
that X is smooth over K and that Y is separated and taut over K. Let X’ := Y’ xy X be the fiber
product and f': X’ — Y’ and h': X’ — X the two natural projections. Then the (hy, h*)-adjoint of the
equality Trp oRAy(Try/) = Try oR fi(Try/) from Proposition 7.3.2 (iii) amounts by virtue of Remark 7.2.9 to
the commutativity of the following diagram:

, Trf/
Rf! wx Wy

Rf!l (o )TZ CULTZ

RfI*wx = h*Rfiwx —— 2y preoy
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Our first application of the smooth-source trace will be a vanishing result for the Verdier dual of the derived
pushforward of a dualizing sheaf (see Theorem 7.3.14). This vanishing result will play a crucial role in our
construction of general proper trace in next subsection.

Before we start proving this vanishing result, we need a number of preliminary lemmas.

Lemma 7.3.4. Let f: X — Y be a morphism of rigid-analytic spaces over K, let i: Y' < Y be a closed
immersion of rigid-analytic spaces over K, and let

X X
o
YV 'y
be the resulting pullback square. Then the natural transformation of functors

(7.3.5) RfIRi" (=) = Ri'Rfi(—): D(Xe; A) — D(Y{; A),

Rfu(e;r)
e

given by the (i, Ri')-adjoint to i, Rf.Ri" (—) ~ Rf.i.Ri"(—) Rf«(—), is an equivalence.

Proof. Since both Rf, and Ri' are right adjoints, we may show instead that the natural transformation
(7.3.5) is an equivalence after passing to left adjoints. In other words, it suffices to prove that the natural
transformation f*i,(—) — 4, f"*(—) is an equivalence. This can be checked easily by arguing on stalks. O

Corollary 7.3.6. Under the assumptions of Lemma 7.53./, there is a canonical isomorphism

cri: Rftiwxr = Ri'R fuwx
Proof. This follows directly from Lemma 7.3.4 and [BH22, Th. 3.21 (1)]. O
Notation 7.3.7. Let f: X -+ Y and ¢: Y’ < Y be as in Lemma 7.3.4. Assume that f is proper, X is smooth

over K, and Y is taut and separated. Then we denote by
Ri'(Try): Rfiwyx: — wy-
the following composition

.1 -1
Cfli Nl Ri'(Try) 0 c;
Rfin/ —— Ri'Rfiwx ——= Ri'wx — wy,

where Tr; is the smooth-source trace from Construction 7.3.1.
For future reference, it will be convenient to introduce the following definition:

Definition 7.3.8. Let X be a rigid-analytic space over K, ¢: Z — X a Zariski-closed immersion, and U C X
be its (Zariski) open complement.
(i) A U-modification 7: X' — X is a proper morphism of rigid-analytic spaces over K such that
7T|rl(U): 7~YU) — U is an isomorphism.
(ii) A U-admissible modification 7: X' — X is a U-modification such that U C X and U ~ 7~ }(U) C X’
are dense.
(iii) A regular U-modification m: X’ — X is a U-modification such that X’ is smooth over K.
(iv) A regular U-admissible modification is a regular U-modification which is U-admissible.
For a U-modification 7: X’ — X, we will often denote by i’: Z’ := 7= 1(Z) = X’ xx Z < X' the preimage of
Z along X.

There is an abundance of regular U-admissible modifications:

Proposition 7.3.9. Let X be a quasicompact reduced rigid-analytic space over K. Then:

(i) The smooth locus of X is Zariski-open and dense.
(ii) (Temkin) For any Zariski-open and dense subspace U C X that is contained in the smooth locus of X,
there exists a reqular U-admissible modification 7: X' — X.

We remind the reader that we always (implicitly) assume that char K = 0 in this section.
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Proof. Part (i) follows from the fact that K-affinoid algebras are excellent; see e.g. the discussion after [Con99,
Lem. 3.3.1]. Part (ii) is [Tem12, Th. 5.2.2] (cf. also [Tem12, Th. 1.2.1]). O

Lemma 7.3.10. Let U C X be a dense Zariski-open subspace, and let m: X' — X be a U-admissible
modification. Then, for any classical point x € X, we have dim 7~ 1(x) < max(dim X, 1).

Proof. We denote by Z C X Zariski-closed complement to U (with reduced adic space structure) and by
7' C X’ the fiber product 7’ := Z x x X'.

Now we start the proof. If x € U, then 7—1(z) is a singleton. In particular, dim7~!(z) = 0 < max(dim X, 1).
Ifz € Z,thendim 7~ !(z) < dim Z’ < dim X’ = dim U = dim X < max(dim X, 1), where the second inequality
holds due to the assumption that Z’ C X’ is nowhere dense. O

Lemma 7.3.11. Let X be a rigid-analytic space over K, let i: Z — X be a Zariski-closed subspace over K
with the open complement U C X, and let m: X' — X be a regular U-modification. Put Z' .= X' xx Z and
i': 7' — X' and 7' : Z' — Z be the natural projections and h: Z' — X the evident composition. Then there
is an exact triangle

—R7. (Try),ixRi' (Try) . -
Rhywz ( ) Rr.wx: @ iswyz LR wx — Rh,wz[1]

m D(}/etyA)

Proof. For brevity, we denote by a: Rh,wz — Rm.wxs ® i.wz the morphism (—Rm (Tri/),i*RiI(Trﬁ)) and
by 8: Rm.wx/ @ ixwz — wx the morphism Tr, & Tr;. We also set C' = fib(8) = cone(5)[—1]. It fits into an
exact triangle

C %5 Rmwyx @ iwwyz LN wy C[1].

Now, after unravelling all the definitions, we see that the following diagram commutes:

‘ ieni) .o LR (Trs) . o RN
i Rrlwgz 1R mewx isRiwy — > i.wy
H I T
R (Tr;r) Tr
./ T
Rrmiwy ——————— Rmawxr wx,

where ¢; is the counit of the (i., Ri')-adjunction. Since the composition of red arrows is equal to Tr; o7, R’ (Trn),
we conclude that § o« = 0. Then the axioms of triangulated categories imply that there is a morphism
A: Rh,wz — C such that the following diagram commutes

. . B
Rhowz —2—= Rm.wyx @ l.wyz — wx

(7.3.12) i i
I [

C # Rmewx: @ iwwy — wx.
Therefore, it suffices to show that A is an isomorphism. For this, it suffices to check that both A‘U and Ri'A
are isomorphisms.
We first show that A|U is an isomorphism. Clearly, (Rh*wzr) y = 0, so it suffices to show that C’U =0.
|U =0 and (wa)|U = id (see Proposition 7.3.2 (i)).
Now we show that Ri'A is an isomorphism. In this case, we note that, after applying Ri' to (7.3.12), it
becomes isomorphic to the following commutative diagram:

This follows from the observations that (i*w Z)

Ri'a=(—id,Ri' (Trx)) Ri' B=Ri! (Tr, )@id

Rrlwg: Rrlwzy ©wyz Wy

(7.3.13) iRi!A Jid lid
o ! B=Ri! (Tr, )®id

R’L'C Ri a RTF;(AJZ/ S wy Ri' B=Ri (Trr)® wy.

Now we note that the map Ri'3 admits a section (0,id): wz — Rrlwyz @ wz. Therefore, we conclude that
the boundary map Ri'(y) = 0. Likewise, we use that Ri'3 admits a section to verify that the first row of
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(7.3.13) extends to a distinguished triangle Rrlwz/ L(a)) Rrlwz @ wz RiB, Wz 9, Rrlwz:[1]. Therefore,
we conclude that we can extend (7.3.13) to a morphism of distinguished triangles

Ri'a=(—id,Ré' (Trx))

Ri'B=Ri'(Tr,)®id
Rrlwg Rrlwz ®wyz +F=Re (Try )& Wy 0 Rrmwz (1]
lRi’A Jid Ld lRi’Am
. o Ri'B=Ri'(Tr,)®id Ri'y= .
RZ!C Ria R?T,/ka/ D wy +A=Ri ( )® A i i RZ‘O[].]

Since this is a morphism of distinguished triangles and two-out-of-three vertical arrows are isomorphisms, we
conclude that Ri'A must be an isomorphism as well. This finishes the proof. O

Finally, we are ready to prove the desired vanishing result:

Theorem 7.3.14. Let f: X — Y be a proper map of rigid-analytic spaces over K. Then R om(Rf.wx,wy)
lies in DZ°0(Yee; A).

Proof. Step 1. Reduce to the case when 'Y is a geometric point. First, we note that RZom(Rf.wx,wy)
lies in D,.(Ya; A) [BH22, Th. 3.10, Th. 3.21 (3)]. Therefore, it suffices to show that for every classical
point 4, : y = Spa(k:(y), k(y)°) < Y, the pullback i; R7Zom(R f.wx,wy) lies in DZ%yg; A). To simplify this
complex even further, we consider the following cartesian square:

./
Yy
)

N

Corollary 7.3.6 constructs a canonical isomorphism Rf, .wx, ~ RifyR frwx. Combining this with (the proof
of) [BH22, Th. 3.21 (4)], we obtain

itRAom(R fuwx,wy) = i7Dy (Rf.wx) = Dy(Ri,Rfiwx) ~ Dy(Rf,.wx, ).

Therefore, it suffices to show that Dy (R fy .wx,) lies in D=%(yee; A). Since the statement does not depend on
K, we can replace K with k(y) to assume that Y = Spa(K, Ok). Then [BH22, Prop. 3.24] ensures that we

can replace K with K to assume that K is algebraically closed.

Step 2. Proof when'Y is a geometric point. In this case, we have D(Yer; A) = D(A) and wy = A. Therefore,
the question becomes equivalent to showing that RI'(X,wx) lies in D<°(A). Thanks to Lemma 7.2.4, we have
RI'(X,wx) ~ RI'(Xyed, wx, ). After replacing X with X,eq, we may thus assume that X is reduced.

Since X is proper, it has finite dimension. We prove the claim by induction on d = dim X. If d < 0, then
X is either empty or a finite disjoint union of points, so the result is obvious. Therefore, we assume that d > 1
and that we know the result for all dim X < d — 1.

Let U C X the smooth locus of X. By Proposition 7.3.9, U is Zariski-open and dense and there exists
a regular U-admissible modification 7: X’ — X. Set Z := X \ U (with the reduced adic space structure)
and 7' == Z xx X'; we have dimZ < dim X and dim 7’ < dim X’ = dim X since U is dense in X and
U~ 771(U) is dense in X’. We denote by h: Z' — X the natural composition. Then Lemma 7.3.11 implies
that we have the following exact triangle

Rhwzr — iywyz ® Rm,wyx — wx.
Therefore, it suffices to show that the complexes RI'(X,Rh,wz/) = RI(Z',wz/), RT(X,i.wz) = RI(Z,wz),
and RT'(X,Rm,wx') = RT(X',wx) lie in D<°(A). Since dim Z < dim X = d and dim Z’ < dim X’ = d, we
conclude that the first two complexes lie in D=°(A) by the induction hypothesis. Finally, Lemma 6.1.2 and
smoothness of X’ imply that RI'(X’,wx-) lies in D<°(A) as well. This finishes the proof. O

Remark 7.3.15. It seems reasonable to expect that RoZom(R fiwx,wy) lies in DZ0(Yg; A) for any taut
separated morphism f. For instance, Lemma 7.2.11 implies that this holds for smooth f, while Theorem 7.3.14
ensures it for proper maps. However, we cannot justify this more general expectation in full generality.
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Corollary 7.3.16. Keep the notation of Lemma 7.5.11. Let f: X — Y be a proper morphism of rigid-analytic
spaces over K, and letiy: Z — Y, ny: X' =Y, and hy: Z' — Y be the natural compositions. Then the
sequence

(—oRf«(Trz),—oR fx«

0— Hom(Rf*wX, o.)y) (Tri)) Hom(RwY’*wX/,wY) &) Hom(Riy’*wz,wY)

—oRmy, «((—1)-Tr;s )®—oRiy, . (Ri' Try)

Hom(Rh*wz/,wY)
s exact.
Proof. Lemma 7.3.11 implies that there is an exact triangle

(—oR fu(Trr),—oRfx(Tr;))

R Hom(Rf*wX , wy) R HOID(RWY,*(,«)X/, wy) ® RHom(Riy7*wZ, wy)

—oRmy,«((—=1)-Tr;) )®—o0Riy, .« (Ri' Try)

R Hom (Rh*wz/ , wy)
Therefore, it suffices to show that Ext™'(Rh.wzs,wy) = 0. This follows directly from Theorem 7.3.14. O

7.4. Proper trace in general. It is time to bootstrap Construction 7.3.1 to the case of general proper maps.
We begin by stating the main goal for this subsection.

Theorem 7.4.1. There is a unique way to assign to every proper morphism f: X — 'Y of rigid-analytic
spaces over K a trace map Try € Hom(R fiwx,wy) in D(Ya; A), satisfying the following properties:
(1) (Compatibility with closed trace) When f is a closed immersion, then Try equals the closed trace map
from Construction 7.2.1.
(2) (Compatibility with smooth-source trace) When X is smooth and Y is separated and taut, then Try
equals the smooth-source trace map from Construction 7.5.1.
(3) (Compatibility with compositions) For any two proper morphisms f: W — X and g: X — Y of
rigid-analytic spaces over K, we have Tryor = Try oRg, (Try).
(4) (Etale-local on target) For any pullback diagram of rigid-analytic spaces over K

)?LX
lf lf
y oy

in which f and f are proper and h and h are étale, the following diagram commutes (with the vertical
isomorphisms coming from Corollary 7.1.2):

Rf*o.);( Wy

Rf*(a;L)TZ ah}

Rf*il*wX - h*Rf*wX ﬂ) h*wy
Before embarking on the proof of Theorem 7.4.1, we explain the main idea: Assume that f: X — Y isa
proper morphism of rigid-analytic spaces over K with X reduced, quasicompact, and separated. Let U C X
be a dense, Zariski-open subspace which is contained in the smooth locus of X (cf. Proposition 7.3.9 (i)). Let
Z := X\ U be its complement, endowed with the canonical reduced adic space structure. Proposition 7.3.9 (ii)
yields a regular U-admissible modification 7: X’ — X, fitting into a commutative diagram

Zxx X' = 7 <, X

(7.4.2) lﬂx lﬁ ’TY

7 — X

f
iy

Y.
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Since X' is smooth over K, Construction 7.3.1 provides us with a trace map Try,., and since dim Z < dim X,
we may assume (by induction on the dimension of the source) that we also have a trace map Tr;, . Using
Corollary 7.3.16, we will then check that these uniquely determine a map Try: Rf.wx — wy. Afterward,
we will show that this definition does not depend on the choice of U and 7 and satisfies the desired
compatibilities (1), (2), (3), and (4). Now the details:

Proof of Theorem 7.4.1. Step 1. It suffices to show the statement when all rigid-analytic spaces involved
are quasicompact and separated. Indeed, for any proper morphism f: X — Y of general rigid-analytic spaces
over K, the coconnectivity result from Theorem 7.3.14 combined with the BBDG gluing lemma [BBDG18,
Prop. 3.2.2] guarantees that sZom(R f.wx,wy) forms a sheaf on the étale site Yz. For any quasicompact
and separated open U C Y, the preimage f~!(U) under the proper map f is again quasicompact and
separated. Assume that we have unique trace maps Try|, € #om(R f.wx,wy)(U) which satisfy the desired
compatibilities. Then the étale locality of traces from (4) allow us to glue the Tr flu, for some quasicompact
separated (e.g., affinoid) covering X = (J;; Ui to a map Try: Rf.wx — wy; the uniqueness guarantees that
this does not depend on the choice of the covering subspaces Uj;.

Compatibilities (1), (2), and (3) can be immediately reduced to the case of quasicompact separated
rigid-analytic spaces because sZom(R f.wx,wy) is a sheaf (so we can check equality of two maps between
Rf.wx and wy étale locally on Y'), preimages of quasicompact and separated subspaces under proper maps
are quasicompact and separated, and the facts that closed trace and smooth-source traces are étale local on
the target (see Remark 7.2.3 (2) and Remark 7.3.3). Lastly, the Tr; will still satisfy (4) because it is étale
local by its very construction as a section of the étale sheaf S#Zom(R fiwx,wy).

Step 2. Induction setup. A quasicompact rigid-analytic space over K has finite dimension (see, for example,
[Zav24d, Lem. 3.7]). By Step 1, it thus remains to prove the following statement, which we show via induction
on d:

Letd € Z>oU{—00}. There is a unique way to assign to every proper morphism f: X —Y of quasicompact
and separated rigid-analytic spaces over K with dimX < d a trace map Try: Rfiwx — wy satisfying
properties (1), (2), (4) (with Y also quasicompact and separated), as well as

(3)7 (Compatibility with compositions II) For any two proper morphisms f: W — X and g: X =Y of
quasicompact and separated rigid-analytic spaces over K such that dim W < d and either X is smooth or
dim X < d, we have Tryo; = Try oRg.(Try), where Try denotes the smooth-source trace from Construction 7.5.1
when X is smooth.

Note for (3)’ that in the induction step Tr, is not yet defined in general, so we need to assume that either
X is smooth or dim X < d in order for the statement to have meaning. When X satisfies both assumptions,
there will be no ambiguity by (2). On the other hand, it will be indispensable during the induction step that
we allow for smooth X with dim X > d.

In the base case d = —o0, we have X = &, so there is nothing to show. We proceeed with the induction
step.

Step 8. Induction step: construction and uniqueness. Assume that d > 0 and that the statement has been
shown in dimensions < d. Let f: X — Y be a proper morphism of quasicompact and separated rigid-analytic
spaces over K with dim X = d.

First, consider the closed immersion ¢: X,oq < X from the maximal reduced closed subspace and set
fred := f ot By Lemma 7.2.4, precomposition with the closed trace map Tr,: t.wx,., = wx induces an
isomorphism Hom (R f.wx,wy) — Hom(R fred «wx,.,,wy ). In view of properties (1) and (3), any trace map
R fred «wWx,.q, — wy hence pins down a unique trace map Rf.wx — wy. As a consequence, it suffices to verify
uniqueness of a proper trace satisfying (1), (2), (3)’, and (4) for reduced X. Furthermore, a construction of
a proper trace for reduced X canonically extends to all X. We will construct a proper trace map in this
Step and verify all the desired compatibilities in Step 4. Note, however, that it is a priori not clear that Tr
satisfies (1), (2), (3)’, and (4) for all X if it satisfied these compatibilities for reduced X.

Now we implement the main idea described before the proof: We pick a dense, Zariski-open subspace
U C X which is contained in the smooth locus of X and let Z := X \ U be its reduced complement. Thanks
to Proposition 7.3.9 (ii), we can find a regular U-admissible modification 7w: X’ — X and consider the diagram
(7.4.2). Since X' is smooth, we have smooth-source traces for all arrows in the diagram starting from X’. On
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the other hand, since dim Z < dim X and dim Z’ < dim X’ = dim X, the induction hypothesis provides us
with unique traces subject to the desired properties for all (compositions of) arrows starting from either Z or
Z'.

The traces Tr;, Tr;/, and Tr,s coming from induction and the smooth source trace Tr, satisfy

Trﬂ'orI‘ri’ = Trh :TriOrI‘rﬂ./;

the first equality uses the modified compatibility (3)’ from the induction hypothesis. Under the (i, Ri')-
adjunction, this translates to

Ri' Try = Tro,

where we use Notation 7.3.7. A combination with Corollary 7.3.16 and property (1) yields the exact sequence

(=oR fu(Trz),—oRfu(Tr;))

(74.3) 0— Hom(Rf*wX, wy) HOIH(RTFY,*OJX/,W)/) &) Hom(Riy,*wz,wy)

—oRmy » ((—1)-Tr;/ )B—oRiy. (Tr, /) Horm (Rh.wz,wy )

If Try € Hom(Rf*wX7wy) is to satisfy property (3)’, it needs to map to (Tr,ry,TrZ-Y) in this sequence. Hence,
Try is unique if it exists. Conversely, (Trm,,TriY) must be induced by an element of Hom(Rf*wX,wy)
because

TI'ﬂ-Y ORT(Y,*(T‘I‘Z‘/) = Tl‘ﬂ-yoil = TI‘iYOﬂ-I = TI‘iY OR,’L.Y,*(TI‘W/)

by property (3)’ from the induction hypothesis. This produces a unique trace map Trs: Rf,wx — wy, which
a priori depends on the choice of U and 7.

To finish the construction, we explain why Try does in fact not depend on the choice of the dense, Zariski-
open, smooth subspace U C X, nor on the choice of the regular U-admissible modification 7. Let U; € X
and 7;: X; — X for j = 1,2 be two such choices. Set U := U1 NUz and Z := X \ U (again with the reduced
adic space structure). Then U C X is a dense, Zariski-open, smooth subspace and (m,m2): X| xx X — X
is a U-admissible modification. Applying Proposition 7.3.9 (ii) to (71, 72) " (U) C (X} xx X5)red, We obtain
a regular U-admissible modification 7: X’ — X that factors through both 7; and 7. It suffices to compare
the trace morphisms obtained from the U;-admissible modifications m; for j = 1,2 to the trace morphism
obtained from the U-admissible modification 7. Note that the m; can be considered both as Uj;-modification
and as U-modification; for clarity, we write (7;,U;) and (m;,U).

The modifications (7, U), (m;,U;), and (7;,U) form the red-purple rectangle, the blue-purple rectangle,
and the red-blue-purple square, respectively, in the commutative diagram

Z e X'

lel
J

With this notation, the injections in the exact sequence (7.4.3) for (w,U), (m;,U;), and (7;, U) fit into a square
(7.4.4)

(—oRf.(Trr. ),—oR . (Trs, ))
Hom(Rf*wX,on) 4 !

HOHI(R’/T]"Y’*OJXJ( , o.)y) ® Hom(Rijy’*ij , wy)

(_oRf*(Tr,r),_oRf*(Tr,;))l (=oRfu(Trr;),—oRfu(Tr:)) T(id,—oRiyﬂ*(Tr,;jﬁz ))
T

Hom(ijyyy*wX;V , wy) ® Hom(Riy,*wz, wy) .

HOII](R’]TY’*UJX/, UJy) &) Hom(Riy’*wZ, wy) (oo (T, )
J
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The two triangles commute by virtue of the equalities Tr, = Try; oR7;«(Trr,, ) and Try; = Tr; 0ix(Try; ,)
: :

from Proposition 7.3.2 (iv) and Remark 7.2.3 (1), respectively. By construction, the three different choices of
Try for (7,U), (7;,Uj), and (7;, U) correspond to the elements (Try,, , Tr;, ), (Try, o, Tri; o), and (Trg, o, Tryy )
in the bottom left, top right, and bottom right corner in Diagram (7.4.4), respectively. Another application of
Proposition 7.3.2 (iv) and Remark 7.2.3 (1) shows that

Trr, = Trﬂ’j,Y ORﬂj,Y,*(’I‘rWX() and Trij,y = Tr;, ORiY,*(T‘I‘ij,z)7

so that (Trg; ., Tryy, ) maps to (Try,, Tryy, ) and (Trg, o, Try; ) under the two maps (—oRm v« (Trr, ),id) and
” ’ j

(id, —oRiy,«(Tr;, ,)) of Diagram (7.4.4), respectively. Since the three maps emanating from Hom (Rf*wx, wy)
are all injective, this shows that the three different choices of Try must all coincide.

Step 4. Induction step: verification of properties. To finish, we show that the trace maps Try constructed
in Step 3 satisfy the compatibilities (1), (2), (3)’, and (4). When X is smooth, it is in particular reduced and
Tr; is constructed via the modification diagram (7.4.2). Moreover, we may choose U = X and 7 = id, thanks
to the independence of Try from the choice of w. This immediately yields (2).

When f is a closed immersion, we consider again the modification diagram (7.4.2), but with f: X — Y

replaced by fieq: Xted N i> Y. Denote the closed trace map of ¢ by Tr,. We defined Try as the unique
element mapping to (Try, , Tr;,.) under the injection

Hom(Rf*wX, wy) (—=oR fu(Tr,))

Hom (Rfred,*ercd ) wY)

. (70Rfred,*(T\rw)vioRfred,*(Tri))

HOHI(R?TY7*UJX/, wy) ® Hom(Riy7*wZ, wY).

On the other hand, Remark 7.2.3 (1) and Proposition 7.3.2 (v) ensure that the image of the closed trace of f
under this injection has image (Try,., Tr;, ). This shows (1).

Next, we verify (3)’. Let f: W — X and g: X — Y be two proper morphisms of quasicompact and
separated rigid-analytic spaces over K such that dim W < d and either X is smooth or dim X < d. Leaving d
fixed, we show that Tryo; = Tr, oRg.(Trs) by induction on e := dimW < d. When e = —oo (so W = @), the
statement is clear.

Now assume that d > dim W = e > 0 and that (3)’ has been proven in dimensions < e. We assume first
that W and X are both reduced. Under this assumption, we may choose a dense, Zariski-open, smooth
V C W with reduced complement A := W ~\ V and a regular V-admissible modification p: W/ — W; see
Proposition 7.3.9. Then the definition of Try via the injection in (7.4.3) allows us again to check (3)’ for
f: W — X replaced by f|A: A — X and by fop: W — X. For the former morphism, we may apply the
induction hypothesis because dim A < dim W = e. For the latter morphism, we may check (3)’ separately
on each connected (and hence irreducible) component of W’. The statement for connected components of
dimension < c is again covered by the induction hypothesis. Thus, after replacing W by one of the remaining
connected components of W', it suffices to verify (3)’ when W is smooth, irreducible and of equidimension
e <d.

In this case, Try and Tryo ¢ are given by the smooth-source trace thanks to (2), which has already been verified.
If X is smooth, then the compatibility Tryor = Try oRg.(Try) follows from Proposition 7.3.2 (iv). Thus, we
may assume that dim X < d. Recall that f(W) C X is a Zariski-closed subset [BGR84, Prop. 9.6.3/3]. Since
W is irreducible, so is f(W). Thus, we can pick an irreducible component Xy C X such that f(W) C Xj.
If dim f(W) < dim Xj, there exists a dense, Zariski-open, smooth U C X whose reduced Zariski-closed
complement i: Z — X contains f(W). Then Try is computed using a modification square as in (7.4.2) for
some regular U-admissible modification 7: X’ — X. Denoting by fz: W — Z the map factoring f: W — X

and setting iy : Z 4Sx 4 Y, we conclude
Try oRg«(Try) = Trg oRgy (Tr;) o Riy «(Try, ) = Triy oRiy . (Try,);

here, the first equality follows from the fact that Try is given by the smooth-source trace and Proposi-
tion 7.3.2 (v) and the second equality follows from the construction of Tr, and property (1) of the induction
hypothesis. Replacing f by fz, g by iy, and X, by the irreducible component of Z containing fz (W), we



108 SHIZHANG LI, EMANUEL REINECKE, AND BOGDAN ZAVYALOV

may therefore reduce dim X, by at least 1; repeating the same process finitely many times, we finally arrive
at a situation where f(W) = Xj.

Choose once more a dense, Zariski-open, smooth subspace U C X with reduced complement Z C X
and a regular U-admissible modification 7: X’ — X fitting into a diagram of the form (7.4.2). Since
W is irreducible and f(W) = Xj, the preimage V := f~1(U) C W is still dense and Zariski-open. Let
Wo C (W X x X')eqa be an irreducible component containing V' x x X’. The induced map p: Wy — W is a
V-admissible modification. Proposition 7.3.9 (ii) yields a regular p~!(V')-admissible modification p’: W’ — W.
Then 7’ :=pop': W — W is a regular V-admissible modification, fitting into a commutative diagram

W/ X/

l\

W*>X*>Y.

Let A C W be the reduced complement of V. As before, we may check (3)’ for f: W — X replaced by
f|A: A— X and by forn': W — X. Since dimA < dimW < e, the former follows from the induction
hypothesis. The latter comes from the identity

Try oRgw(Tryons) = Trg oRgu(Trros) = Trg oRgu(Trr) o Ry w(Tryr) = Trry oRmy,u(Trp) = Trpy

in which every trace map except Try is the smooth-source trace and hence the second and last equality follow
from Proposition 7.3.2 (iv), whereas the third equality follows from the construction of Tr,. This finishes the
verification of (3)" when W and X are both reduced.

In order to prove (3)’ for d > dim W = e > 0 in general, consider the commutative diagram

fred
Wred E— Xred

Gred
J

w

in which the top row consists of the maximal reduced closed subspaces and the vertical arrows of the canonical
closed immersions. We still have dim X,;¢q = dim X < d and dim Wyeq = dim W = e < d. By the construction
in Step 3 and property (1), the trace map Tryoy is uniquely determined by the property

Tryor oR(g o f)s(Tr) = Tryoforr = Try,y0frea -

On the other hand, we have

Try oRg.(Try) o R(g o f)«(Try) = Trg oRgs(Tro,) = Trg oRgw (Triof,0y)
= Try oRg«(Tr,) o Rgred,« (Try,.q) = Try,.q ORGred « (Tr,0s) = Tryii0fica

where the first and fourth equality follow from the construction of Try and Tr, via Try , and Trg ,
respectively, and the third and fifth equality hold because Wyoq and Xoq are reduced of the right dimensions.
As a consequence, Trgos = Trgy oRg.(Try), yielding the general case of (3)’.

It remains to deal with property (4). Let h: Y — Y be an étale map from a quasicompact and separated
rigid space Y over K ; in particular, A is in addition separated and taut [Hub96, Lem. 5.1.3]. Once more, we
assume first that X is reduced. In that case, we can choose a dense, Zariski-open, smooth subspace U C X
with reduced complement Z C X and a regular U-admissible modification 7: X’ — X.
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_ Set U:==UxyY CX xyY = X. The pullback 7: X' X of along h: X = X is again a regular
U-admissible®” modification, giving rise to a commutative diagram

S X e X
e
L — Z !
NN

in which all squares are pullback squares. Since the closed trace and the smooth-source trace are étale local on
the target by Remark 7.2.3 (2) and Remark 7.3.3, respectively, the same is true for the short exact sequences
(7.4.3) coming from Corollary 7.3.16. This yields the following commutative diagram, in which the upper
vertical maps are given by pullback along h:

Hom(Rf*wX,wy) (—oRfu(Trx),—oRf. (Tri)) HOHI(R?TY7*UJX/, wy) &) Hom(Riy7*wZ,wY)
Hom(h*Rf*wX, h*wy) (Zoh™Rf, (Trr), ~oh" R, (Tr:)) Hom(h*Rm@*wa, h*wy) @ Hom(h*Riy7*wZ, h*wy)

ZJ(O%O oR f. (a_ 1) (ahofoRﬁ'f/y* (a&;))@(ahofoRgf,)* (ai;))lz

—oRf, Trz),—oR fo (Trs
HOIn(Rf*w)z,w);) ( f«(Trz) f+(Trz))

Hom(Rﬁf,’*wg,, w;) &) Hom(Rgg)*wZ, wf,)

We need to show that Try € Hom (Rf*wX, wy) maps to Trf € Hom(Rf*w;(,wf,) under the composition of the
left vertical maps. By the injectivity of the horizontal maps and the construction of Try and Tr 7 from Step 3,

it suffices to see that (Trwy,Triy) maps to (Tr;r‘?,Trg?) under the composition of the right vertical maps.

For the first component, this follows from Remark 7.3.3. For the second component, one can use property (4)
of the induction hypothesis. This shows property (4) when X is reduced.
For general X, the extended pullback diagram of rigid-analytic spaces over K

frea

37To see the ﬁ-admissibility, we observe that étale maps are open, hence the preimage of a dense open is again dense open.
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where as before ¢ and ¢/ denote the closed immersions from the maximal reduced closed subspaces, induces
the following extended diagram:

TCF a

z Rf.(Tr,) 7 i
Rfred,*w)}red /—A}l{f;w}z wy

Rfrea (e, )2
P 7 Rf.(aj) |2
Rfred,*hredered "
I
Rf.A*Lawx,., Rf.h*wx

t R*Rf. (Tr,) ! h* (Try)

R*Rfred swx,0q — = MNRfiwx h*wy

In this diagram, the upper and lower “triangles” commute by the construction of Tr and Try via ’IT , and
Try,.., the upper left rectangle commutes because the closed trace map is étale local (Remark 7. 2 5 (2)),
the lower left rectangle commutes by the naturality of the base change isomorphism, and the outer diagram
commutes thanks to the special case treated above when the source is reduced. On the other hand, Lemma 7.2.4
and Corollary 7.1.2 guarantee that all arrows on the left side of the diagram are isomorphisms, so the right
square must commute as well. This establishes property (4) in general. We can finally declare victory in the
proof of Theorem 7.4.1! O

Qh [

Rf.h*(Tr,)
ﬁ

We now check some compatibilities of the proper trace map beyond those mentioned in statement of
Theorem 7.4.1.

Proposition 7.4.5. Let f: X — Y be a smooth, proper morphism of rigid-analytic spaces over K. Then the
smooth trace map of f from Construction 7.2.7 agrees with the proper trace map of f from Theorem 7.4.1.

Proof. Since R#om(R f.wx,wy) lies in DZ°(Yg; A) (see Theorem 7.3.14), we may check the statement étale
locally on Y and thus assume that Y is quasicompact and separated. The closed immersions of the maximal
reduced closed subspaces fit into a commutative diagram

rcd(—>X

s s

red(—>Y

Since f is smooth, this diagram is even Cartesian; in particular, f,eq is also smooth and proper. By virtue
of Theorem 7.2.19 (or even Lemma 7.2.14) and a combination of Theorem 7.4.1 (1) and Theorem 7.4.1 (3),
respectively, the induced diagram

L*(Trfrcd)
Rh*ered - L*ered

leﬁ(TrL/) {Tn

Rfiwx ——— wy
in D(Ye; A) commutes for both the smooth and the proper traces of fieq and f, where in both cases Tr,
and Tr, denote the closed trace maps. Moreover, these closed trace maps are isomorphisms by Lemma 7.2.4,
so the smooth and proper trace for f agree if and only they agree for f,.q. As a consequence, we may also
assume that both X and Y are reduced.

After these reductions, we proceed by induction on d := dim(Y). When d = 0, the reducedness of ¥’
together with the standing assumption that char K’ = 0 means that Y is smooth. Since f is smooth, X is also
smooth and we win thanks to Proposition 7.3.2 (i) and Theorem 7.4.1 (2).

Now assume that dimY = d > 0 and the statement has been proven in dimensions < d—1. Proposition 7.3.9
allows us to pick a dense, Zariski-open subspace V' C Y which is contained in the smooth locus of Y and
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a regular V-admissible modification Y/ — Y. Denote by A C Y the complement of V' endowed with the
canonical reduced adic space structure; we have dim A < dimY'.

Let U := f~1(V) be the preimage, which is automatically Zariski-open. Consider the following diagram
with Cartesian squares:

7ty X+ X

lfx |# 4 |7

A——Y «—— Y’
Since the pullback 7: X’ — X of p is still a regular U-modification,*® Corollary 7.3.16 gives an injection

Hom (R fywx,wy) ot k2R )
where Tr, and Tr; denote the smooth-source trace and the closed trace, respectively. Thus, we only need to
show that the images of the smooth trace of f and the proper trace of f under this injection agree with another.
The first components in HOHl(RT(K*W X/, wy) both agree with the smooth-source trace for for: X' — Y by
Proposition 7.3.2 (v) and Theorem 7.4.1 (2) and (3). For the second components in Hom (Riy.wz,wy ), we
can use Lemma 7.2.14, Theorem 7.4.1 (1) and (3), and the fact that the smooth trace and the proper trace of

f: Z — A agree thanks to the induction hypothesis. This finishes the induction step. O

Hom(Rﬂy7*wX/, wy) ) Hom(Rix*wz, wy),

Remark 7.4.6. Proposition 7.4.5 implies a version of Theorem 7.2.19 when two maps are smooth and proper
and the other two maps are proper. Unfortunately, we cannot establish an analogue of Theorem 7.2.19 for
smooth and proper traces in general. The essential difficulty comes from the fact that we cannot prove an
analogue of Corollary 7.3.16 for non-proper f (the key coconnectivity claim Theorem 7.3.14 used in the proof
is unavailable in the non-proper case; see also Remark 7.3.15). It seems that the correct approach should be
to construct trace maps for arbitrary taut separated maps compatible with compositions. The main obstacle
to do this lies, again, in the fact that we cannot verify Corollary 7.3.16 beyond the proper case.

Next, we record the compatibility of proper traces under change of base field.

Definition 7.4.7. Let f: X — Y be a separated taut map of rigid-analytic spaces over K, which is either
smooth or proper. Let K C L be an extension of nonarchimedean fields, inducing the Cartesian diagram

X, X5 X
J{fL J{f
Y, ¥, Y.

The smooth (resp. proper) trace map Try: Rfiwx — wy in the sense of Construction 7.2.7 (resp. Theorem 7.4.1)
is compatible with the base field extension K C L if the diagram

ay (Rfiwx) —Be RfL(akwx) M Rfrwx,
Jas e JT%
* YX,L
ay (u}y) = UJYL.

commutes, where vx, 1, is the base change isomorphism from [BH22, Th. 3.21 (6)] and BC, is the base change
map for compactly supported pushforward from [Hub96, Th. 5.4.6].

Proposition 7.4.8. Let f: X — Y be a separated taut map of rigid-analytic spaces over K, which is either
smooth or proper. Then Try is compatible with every nonarchimedean base field extension K C L in the sense
of Definition 7./.7.

Recall that by Proposition 7.4.5, there is no ambiguity in the notation Tr; when f is both smooth and
proper.

381 fact, as in Footnote 37, the U-modification 7 is U-admissible because f is smooth, hence open.
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Proof. Step 1. Proof for smooth f. It suffices to prove the statement when f is smooth of equidimension
d. Using the definition of the smooth trace map from Construction 7.2.7, the diagram in Definition 7.4.7
can then be broken up as follows (using the canonical isomorphisms af: f*wy (d)[2d] = wx provided by
Corollary 7.1.2):

a3 Rfi(ay) a3y (PFy) ay (id®@try)

ay (Rfiwx) +————— ayRfif*wy (d)[2d] +———"— a} (wy ®" Rfily(d)[2d]) ay (wy)
Joe |
. Rfpa% (cy) . L. id®ay (try)
Rfpi(axwx) «——=—= Rfp a0 ffwy(d)[2d] aywy @ ayRAA x (d)[2d]
H J{id@BC’ YY,L |2
PF
RS (vx,n) Rfp.fiaywy (d)[2d] % aywy oF Rfpia%xAx(d)[2d]
ZlRfL,!f}j(w,L)(d)[Zd] {%q@id
Rfr,(ay,) . L I id@try,
Rfpwx, +——=—— Rfr fiwy, (d)[2d] +——F—— wy, ®" Rfr Ay, (d)[2d] ————— wy,

The upper left square commutes by the naturality of the base change map, the upper middle rectangle by the
compatibility of the projection formula with base change (see e.g. [SP24, Tag 0E48]), the lower middle square
by the naturality of the projection formula, and the right trapezoid thanks to the compatibility of the smooth
trace map for constant coefficients with pullbacks (Theorem 6.1.1 (2)).

To finish the argument for smooth f, it remains to see that the lower left rectangle commutes. We will
show that the rectangle commutes even before applying R fr, 1. In order to check this stronger claim, we may
work locally on X and thus assume that f is of the form f: Spa(B, B°) — Spa(A, A°) with associated regular
morphism f2!2: Spec B — Spec A. In this case, ay and oy, (up to a twist) are defined as the analytifications
of the isomorphisms from [ILO14, Exp. XVII, Prop. 4.1.1] applied to the regular morphisms f and f;, (see
Remark 7.1.3), while vx,7 and 7y, are defined as the analytifications of the isomorphisms from [ILO14,
Exp. XVII, Prop. 4.1.1] applied to regular morphisms Spec(B@KL) — Spec B and Spec(A@KL) — Spec A
(see the last paragraph of the proof of [BI22, Prop. 3.24] for the fact that A — A®x L is regular and the
proof of [BH22, Th. 3.21 (6)] for the fact that the dimension function on Spec(A®x L) introduced in [ILO14,
Exp. XVII, Prop. 4.1.1] coincides with the dimension function introduced in [BH22, Prop. 3.18]). Therefore, the
desired diagram commutes due to the compatibility of the isomorphisms from [[L.O14, Exp. XVII, Prop. 4.1.1]
with compositions (see [[LO14, Exp. XVII, Rmk. 4.3.1.3]).

Step 2. Proof for proper f: reduction to affinoid Y. Since the rest of the proof deals with proper f, we
use Rf, instead of Rf). First, we show that the statement can be checked locally on Y; in particular, we
may assume that Y is K-affinoid. To this end, it suffices to verify that RsZom (a?Rf* wx, wyL) € D=%(Y, &)
thanks to the BBDG gluing lemma [BBDG18; Prop. 3.2.2]. Now we observe that Lemma 6.3.1 implies that
the base change morphism a} (Rf.wx) — Rfr «wx, is an isomorphism. Hence, the desired result follows
directly from Theorem 7.3.14.

Step 8. Proof when f is a closed immersion. By Step 2, we may assume that Y = Spa(A, A°). Since f is a
closed immersion, X is a K-affinoid adic space of the form X = Spa(A/I,(A/I)°) for some ideal I C A. We
consider the following cartesian diagram:

Xxale — Spec((A/I)@KL) AN Spec(A®k L)

l"’xalg J/ayalg

al
X?le = Spec A/I I yals Spec A.
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After unraveling all the definitions and using the (fr ., R fj!:)—adjunction, we reduce the question to showing
that the following diagram commutes:

'yaxalg

X
a’Xalngalg = szlg
zla;alg@,alg) szglg
* Rfalgﬁl(')'a )
* alg,! Bc*! alg,! L valg alg,!
aXalng Wyalg ————~ RfL Ay a1g Wy alg —_— RfL wYElg’

where the «-isomorphisms come from [ILO14, Exp. XVII, Prop. 4.1.1], the c-isomorphisms come from [[LO14,
Exp. XVIL, Prop. 4.1.2], and the isomorphism BC*' comes from [ILO14, Exp. XVII, Cor. 4.2.3]. Now we note
that the composition

— 1 alg,! *,! * -1 .
F T cleg o RfL (’yaYalg) © BC OaXalg (Cfalg) ° ’yaxalg ' szlg - szlg

is an automorphism of the potential dualizing morphism on X%lg. Therefore, [[LO14, Exp. XVII, Th. 5.1.1]
implies, in order to show that F' = id, it suffices to show that F' is compatible with pinnings. This, however,
follows directly from [ILO14, Exp. XVII, Lemme 4.3.2.3] (whose proof does not use surjectivity of the map g).

Step 4. Proof for general proper f. Lastly, we show the statement for general proper morphisms by induction
on d := dim X. In the base case d = —o0, there is nothing to prove. Now assume that dim X = d > 0 and
that the statement has been proven in dimensions < d. At first, we assume moreover that X is reduced. Then
Proposition 7.3.9 allows us to choose a regular admissible modification 7: X’ — X as in the beginning of
proof of Theorem 7.4.1, so we arrive again at the following commutative diagram from (7.4.2):

By the uniqueness from (7.4.3) in the proof of Theorem 7.4.1, it suffices to check that the traces Tr;, Tr;,,
Tr,, and Try, are all compatible with change of base field. For Tr; and Tr;, , this follows from the induction
hypothesis. Therefore, we may assume that X is smooth, in which case the proper trace agrees with the
smooth-source trace in Construction 7.3.1, thanks to Theorem 7.4.1 (2). Our claim for reduced X is now a
consequence of the compatibility of both smooth and closed traces with change of base field, as established
in Step 1 and Step 3.

For general (not necessarily reduced) X, we consider the diagram

aXred
XL,red = Xred,L - Xred

3 {

XL ax X fred
Jn
YL

|
Y,

fL red

ay

where ¢ and ¢, denote the inclusions of the maximal reduced closed subspaces. Since the upper square and
the outer rectangle are cartesian, the top right rectangle and the outer rectangle in the following diagram



114 SHIZHANG LI, EMANUEL REINECKE, AND BOGDAN ZAVYALOV

commute thanks to the case of reduced source treated before:

* C RfL,«(BC) " RfL red,« (VX oq,L)
anyrcd,*(ercd) B—> RfL,*a;((L*ercd) - RfL,rcd,*ade (ercd) % RfL,er;*(ercd,L)
aif/Rf*(TrL)lZ RfL,«ak (Trb)lz RfL,*(TrLL)lZ
Rfr,«(vx,L)
By Rfu(wx) ——— Rfp.ak(wx) BV Rfps(wx,)
a} (Tr f)l Tr.f{
YY,L
ay (wy) = wyy,

On the other hand, the upper left rectangle in the diagram commutes by the naturality of the base change
map and the left horizontal trace maps are isomorphisms (see Lemma 7.2.4). Thus, the right rectangle must
also commute. This yields the statement for general X. O

We recall that [BH22, Th. 3.21 (1)] provides us with a canonical isomorphism c;: wx — Ri'wy for any
finite morphism f: X — Y of rigid-analytic spaces over K. Therefore, for such f, we can give an alternative
construction of a trace map Tr]f3H: f«wx — wy as the composition

faley

frwx L), fRflwy L wy.

Proposition 7.4.9. Let f: X — Y be a finite morphism of rigid-analytic spaces over K. Then
TI‘fBH = TI‘fZ f*wX — Wy.

Proof. First, note that when f is a closed immersion, the statement follows from Theorem 7.4.1 (1). Now we
can use Lemma 7.2.4 and the fact that both Try and Trlfg-H respect compositions to reduce the question to the
case when X and Y are reduced. Furthermore, we can assume that X is connected by arguing one clopen
connected component of X at a time; cf. [Zav24d, Cor. 2.3]. Finally, f(X) C Y is Zariski-closed by virtue of
[BGR&4, Prop. 9.6.3/3], so we can replace Y with f(X) to assume that f is surjective.

Thanks to [BH22, Th. 3.21] and our assumption that X is connected,

Rom(f.wx,wy) = Rf.RAom(wx,wx) = RfiAy € DZ0(Yei; A)

and Som(fiwx,wy)(Y) = Hom(f.wx,wy)(U) is injective for any nonempty open subspace U C Y. Since
both traces are étale local on Y, we may thus prove the statement after replacing Y with any such nonempty
open U C Y and X with Xy :== X Xy U (after this procedure, X might be disconnected but it is not important
for the rest of the proof). Recall that we assume that X and Y are reduced and that f is surjective, so there
is a nonempty open U C Y such that f|f_1(U) : f~Y(U) — U is finite étale. Hence, we can assume that f is
finite étale.

Finally, both traces are étale local on the target and any finite étale morphism is étale locally a disjoint
union of isomorphisms (or X is empty). Therefore, we reduce to the case when f is an isomorphism (or X is
empty). In this case, the claim becomes trivial. O

7.5. Poincaré duality for Zariski constructible coefficients. We recall that, throughout this section, we
always assume that K is a nonarchimedean field of characteristic 0, n is a positive integer, and A = Z/nZ.
The goal of this subsection is to prove a version of Poincaré duality for general proper morphisms of
rigid-analytic spaces and Zariski-constructible coefficients. More precisely, we will show that given a proper
morphism f: X — Y of rigid-analytic spaces over K, the functor Rf,: D,c(Xet; A) = Dye(Yar; A) commutes
with Verdier duality; this confirms an expectation of Bhatt—Hansen (see [BH22, Rmk. 3.23]). As an application
of our main result, we deduce duality for intersection cohomology on certain non-smooth and non-proper
rigid-analytic spaces. In particular, this confirms the expectation raised in the comment after [BH22, Th. 4.13].
We begin by setting up some notation:

Notation 7.5.1. Let f: X — Y be a morphism of rigid-analytic spaces over K.
(i) (see e.g. [SP24, Tag 0B6D]) The evaluation transformation

Evs: Rf.RAom(—,—) — R om(Rf.(—),Rf.(—))
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is the natural transformation of functors given on objects £, € D(Xe; A) as the tensor-hom adjoint
to the composition

RfRA0m(E,£) @ REE D RY, (R om(E,E) o &) 2D, gp g

of the relative cup product from [SP24, Tag 0B6C] (or Remark 6.3.6) and the derived pushforward of
the evaluation map.
(ii) The adjunction between f* and Rf. upgrades to an isomorphism

Adj;: RERAom(f7E,E) =L RAom(REf*E, REE) — RAom(E, RE.E)

for any € € D(Ye; A) and €' € D(Xg; A), where 1y denotes the unit of the (f*, Rf,)-adjunction. This
isomorphism is functorial in £ and £’ and hence gives rise to a natural equivalence of functors.

Remark 7.5.2. The evaluation and adjunction transformations are compatible with compositions. That is,
given morphisms f: X — Y and g: Y — Z of rigid-analytic spaces over K, we have Evyor = Ev, oRg,(Evy)
and Adj,.; = Adj,oRg. Adj;. Unwinding definitions, the first identity concerning Ev amounts to the

commutativity of the diagram
@]

Rg.Rf.RAom(E,E) @ Rg.Rf.E —2 s Rg.(Rf.RAom(E, &) @ REE) —2Ds Ry R (RAom(E, &) o &)

le* (BEvy)®rid le* (Evy ®%id) le*Rf* (eval)

Rg.RAZom(Rf.E RfE) @ RGRAE —2 Ry, (RAom(Rf.E RSE) @8 R E) — =) gy Ry€;

note that the right square commutes already before applying the derived pushforward Rg. because the
composition with the counit of the derived tensor-hom adjunction in the bottom horizontal map produces the
adjoint of Ev; ®% id, which is by definition the composition in the clockwise direction. The case of Adj then
quickly reduces to the case of Ev via the commutative diagram

Evgor

Rg.Rf.RAom(f*g*E,E") RAom(RgRf.f*g"E, RgRfE) —20 s Ro#om(E, RguRf.E)

Ev,
le*(EVf) / Rg*(_N —ongT

Rg.RAZom(Rf.f*g*E, REE) S& T Ry R#om(g*E, REE) — %5 Rom(Rgng™E, Rg.RS.E).
The evaluation and adjunction isomorphism satisfy moreover the following compatibility:

Lemma 7.5.3. Let f: X — Y be a morphism of rigid-analytic spaces over K. Let £, &' € D(Xg; A) and
denote the counit of the (f*,Rf.)-adjunction by e;: f* o Rf. — id. Then the following diagram commutes:

Rf.o(—oey)
_

Rf.RAom(E,E) Rf.RAom(f*Rf.E,E)

Adj
Evy J{ Y

RAPom(Rf.E,RfE)

Proof. Using Notation 7.5.1 (ii), we can expand the diagram in the statement as follows:

Rf.RAom(E,€) — 2D Rt RAom(fREE,E)

EVfl J{EVf

RAom(REE RSE) — LD R Hom(RE, f*REE,REE

\ lfonf

RAom(Rf.E,RfE);

here, ny denotes the unit for the (f*,Rf.)-adjunction. The upper square commutes by the naturality of
the evaluation transformation. The commutativity of the lower triangle is a standard exercise about the
relationship of units and counits of adjunctions (see [SP24, Tag 0GLL|). This yields the assertion. O
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Now we define the duality morphism.
Definition 7.5.4. (i) (Duality functor) Let X be a rigid-analytic space over K. The Verdier duality
functor is given by
Dx(—) := Room(—,wx): D(Xst; A)°P — D(Xe; A).

(ii) (Duality map) Let f: X — Y be a proper morphism of rigid-analytic spaces over K. The Poincaré
duality transformation is given on an object £ € D(Xg; A) by the composition

PD;(€): REDx () = RERAom(E, wy) —Ls RAom(REE, R frwx)

B0 R A#om(RS.E, wy ) = Dy (R1.E),

where the first morphism comes from Notation 7.5.1 (i) and the second morphism is given by postcom-
position with the proper trace map Try from Theorem 7.4.1.
This composition is functorial in £ and hence defines a natural transformation of functors
PD;: Rf, oDx — Dy o Rfy: D(Xst; A)°P — D(Yer; A).
The main goal of this subsection is to show that PD;(F) is an isomorphism for proper f and Zariski-

constructible F € D (Xet; A). Before we embark on the proof, we need to establish some preliminary results.
The first thing we discuss is the behavior of the Poincaré duality transformation with respect to the upper
shriek functors.

Notation 7.5.5. Consider a cartesian diagram of rigid-analytic spaces over K

v
2

X —— X

T

A
such that f and f’ are proper and i and ¢’ are closed immersions. Then we have the following natural
transformations:

i e exchange transformation Ex;: Dy/ o i* — Ri’ o Dy, defined as the (i.,Ri')-adjoint o e
i) th h t tion Ex;: D * — Ri' o Dy, defined as the (i, Ri')-adjoint of th
composition

ix o Dys 0i* = i,R#om(i* (), wy") Adis, RAom(—, i,wy) —°=s R om(—,wy) = Dy,

where 7; is the unit of the (i*,,)-adjunction;*’
(ii) the base change transformation BC: i* o Rf, — Rf. 0", defined as the (f"*, R f])-adjoint of

ilo*

fl,* 0i*o Rf* _ Z'l,* o f* o Rf* (er) Z«/,*;
(iii) the shriek base change transformation BC': Rf! oRi"" — Ri' o Rf,, defined as the (i+, Ri')-adjoint of

ivoRf oRi" = Rf. oi o Ri" 29 Ry

These natural transformations interact with the Poincaré duality transformation from Definition 7.5.4 (ii)
in the following manner:

Proposition 7.5.6. With Notation 7.5.5, the following diagram of natural transformations between con-
travariant functors from D(X) to D(Y') commutes:

Rf.oEx, BC'oDx

Rf oDy oi"* Rf. oRi" oDy Ri'oRf, o Dx
(757) J{pr, oi’* lRi!oPDf
Dy  oRf/ oi'* —2Y°PC Lo o RS, — 2 L Ri' o Dy o R

Furthermore, all horizontal transformations become isomorphisms when evaluated on F € Dég) (Xet; A).

39Note that the Verdier duality functor D x is contravariant, so it reverses the direction of morphisms.
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Here, the first bottom horizontal arrow has its direction seemingly reversed, which is due to the fact that
the Verdier duality functor Dy~ is contravariant.

Proof. To lighten notation, we drop all the derived notation for pushforwards and exceptional inverse images
for the duration of this proof; for example, we write f, instead of Rf, and ' instead of Ri'. Moreover, we
omit all the “o”-symbols between functors and natural transformations. As a further simplification, we denote
the functor RZom(—, fiwx): D(Yer; A)°P — D(Yir; A) by Dx_y(—), and similarly for other morphisms.
With these shorthands, we have for example

Tryo—

Ev . « EV « —O
PD;: f.Dx —% Dx_y fe ——— Dyf, and Adj,;: f,Dxf* —% Dx_y fuf* —2% Dx_y.

We begin with the commutativity of the diagram (7.5.7). By the (i.,4')-adjunction, it suffices to show the
commutativity of the corresponding diagram where we add i, to the left four terms and drop the i' from the
right two terms. Plugging in the definitions of all the transformations, this adjoint diagram becomes the outer
rim of the following diagram:

Y ./ [ SRR ./ i fli" Adjy 37A i fLi" (Try0=) 70,1 YN fe€yr
i fiDxd" ————— i, fii" i Dxi"t ———— i, fli" Dx/x —; ixfli" Dy —— fyi,i"Dx ——— f.Dx
B
\\ \ Jeidl i (Try 0—) fa(Trr 0—)
— /
, - : ) Seilny P g Pl PTAdT L feey
i fIDxsi"e; foil Dy ——2"— fil i Dy 5 £l Dy Lx s f.Dx,x
/
7.5.8 .
N ) lf*e,-,/ feAdiy = f.Dxixes
—
i £ D il D i D kP
in vy i [ D x A" f7 f [+, Dxrt J«Dxox 7 [ (7.5.9) Ev,
~ +
f*i;DX/i/'*ef Je Adjy Evy
™~ ‘ Adj;
i Evf/ Z*f;DX’,]l/*Z*,]‘* f*i/,*DX’i/,*f*f*
(7.5.10)
\ .
i Evy in Adj s Adjsopr Adjyou
Dy fli" es (7.5.11) ~ (7.5.12) ! (f« Tr; 0—)
. , . ' . ol ; .
i«Dx/ oy fli"" —— i.Dxr oy fii" f* fo —— i.Dxoy/ fif ’*Z*f*‘D—> D x/yri* fi T Dx/ sy fe —— Dxoy fe
Dxr_yrmyr i
iw(Trpr 0—) iw(Tr g 0—) Ji*(Trf/o—) J{i*(Trf/o—) (i« Tryr0—) (7.5.13) (Tryo—)
. =Dy fli" s /ot . I Dy g . . Adj; (Tr; 0—)
'L*DY' <0 N e 'L*DY/ <0 *f*f* 'L*DY’f*f’*Z*f* Z*DY’Z*f* ‘ > DY’*}Yf* DYf*

For the most part, the various cells in this diagram commute thanks to the naturality of the evaluation
transformations Ev, the adjunction transformations Adj, the counit ¢;;, and the transformations given by
precomposition with traces, with the following exceptions:

the triangle (7.5.8) commutes by the unit-counit identity for adjunctions (see [SP24, Tag 0GLL]);
the triangle (7.5.9) commutes by Lemma 7.5.3;
the triangles (7.5.10) and (7.5.12) commute by Remark 7.5.2;
the triangle (7.5.11) commutes due to the definition of Adj, (see Notation 7.5.1 (ii)); and
the bottom right square (7.5.13) commutes by Theorem 7.4.1 (3).
This finishes the proof of the first assertion. To prove the second assertion, we first note that [BH22, Th. 3.10,
Cor. 3.12, and Cor. 3.14] imply that all functors involved in (7.5.7) preserve DY, Therefore, a combination
of Lemma 6.3.1, Lemma 7.3.4, and [BH22, Th. 3.21 (4)] shows that all horizontal transformations become

O

isomorphisms when evaluated on F € D;g) (Xet; A).
In order to be able to use Proposition 7.5.6 effectively, we need the following general lemma:

Lemma 7.5.14. Let X be a rigid-analytic space over K and let F € Dég) (Xet; A) be a locally bounded complex
with Zariski-constructible cohomology sheaves. Assume that Ri,F = 0 for every classical point iy: x — X.
Then F = 0.

Proof. We pick a classical point i,: 2 < X. Then [BH22, Cor. 3.12] ensures that Ri), carries DY (Xest; A) to
DY (z¢; A). Furthermore, (the proof of) [BH22, Th. 3.21 (4)] implies that D, (Ri},F) ~ iDxF. Since D,
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induces an anti-equivalence of D_(74; A) (see [BH22, Th. 3.21 (3)]), we conclude that i* D x (F) = 0. Moreover,
loc. cit. implies that Dy induces an anti-equivalence of D{? (X¢e; A). In particular, Dx (F) € Déﬁi)(Xét; A).
Since x € X was an arbitrary classical point, we conclude that D x (F) = 0 for any classical point = € X.
This implies that D x (F) = 0 because D x (F) has Zariski-constructible cohomology. Finally, we use that D x
induces an anti-equivalence of DS;)(Xét; A) once again to conclude that F = 0. O

We also discuss a particularly nice set of generators in D% (Xg; A) for a quasi-compact rigid-analytic space
X over a non-archimedean field K of characteristic 0.

Lemma 7.5.15. Let X be a quasi-compact rigid-analytic space over K. Then DP.(Xe¢; A) is the smallest
thick triangulated subcategory of D(Xegt; A) containing all objects of the form Rf.M ., for a finitely generated
A-module M and a proper morphism f: X' — X such that X' is smooth and dim f~!(r) < max(dim X, 1)
for any classical point x € X.

Proof. We denote by D' C D(Xg; A) the smallest thick triangulated subcategory which contains R f. M v, for
f and M as in the formulation of the lemma. Using [BH22, Th. 3.10], we conclude that D’ C Db (Xg; A).
Therefore, it suffices to show that DY (Xe;A) C D’. We prove this by induction on d = dim X (note that
dim X is finite since X is quasi-compact).

If d <0, then the claim is essentially obvious because either X is empty or Xyeq = U2, Spa(L;, LY) for
some finite extensions K C L;. Now we assume that dim X = d > 0 and the result is known for all spaces of
dimension strictly less then d. Then [BH22, Prop. 3.6] implies that it suffices to show that sheaves of the
form g.M y, lie in D', where g: X’ — X is a finite morphism and M is a finitely generated A-module. By the
topological invariance of the étale site (see [Hub96, Prop. 2.3.7]), we may assume that both X and X' are
reduced. Now denote by U’ the smooth locus of X’ and by Z’ its Zariski-closed complement (with reduced
adic space structure).

Then Proposition 7.3.9 implies that there is a regular U’-admissible modification h: X" — X’. We denote
by f: X" — X the composed morphism to X’ and by Z” := X" x x Z’ the pre-image of Z’ in X".

First, we show that, for every classical point z € X, we have dim f~!(z) < max(dim X, 1). To see this,
we first note that dim X’ < dim X since g is finite and, thus, Lemma 7.3.10 implies that dimh~!(2’) <
max(dim X’, 1) < max(dim X, 1). Then we observe that, for every classical point z € X, the fiber |f~1(z)| is
(topologically) equal to L]w,exél:f(w,):$|h_1(a:’)|. Therefore, we also have dim f~!(x) < max(dim X, 1).

Now we consider the following exact triangle:

(7.5.16) My, — RhMx, — C.
By construction, supp(C) C Z’. After applying g. to (7.5.16), we get the following exact triangle
(7.5.17) gM o = Rfu M 1 — g.(C).

By construction, g.(C) is supported on Z = g(Z’), which is a Zariski-closed subset of X due to [BGR84,
Th. 9.6.3/3|. Since Z' — Z is surjective and Z’ is nowhere dense in X', we conclude that dim Z < dim Z’ <
dim X’ < dim X = d. Therefore, the induction hypothesis implies that ¢,(C) € D’. We also have Rf. M .,
by the very definition of D’. Thus, (7.5.17) ensures that g.M y, € D’ finishing the proof. O

Now we are ready to prove the general Poincaré duality result as expected by Bhatt and Hansen (see
[BH22, Rmk. 3.23]).

Theorem 7.5.18. Let f: X — Y be a proper morphism of rigid-analytic spaces over K, and let F €
D,.(Xst; A). Then the Poincaré duality transformation

PDy(F): Rf.(Dx(F)) — Dy (Rf.F)
is an isomorphism.

Proof. Step 0. We reduce to the case when X andY are qegs. First, Theorem 7.4.1 (4) implies that the
question is local on Y. Therefore, we can assume that Y is qcgs. In this case, X is automatically qcqs as well.
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Step 1. We reduce to the case when F lies in Db, (Xg; A). First, we note that R f, commutes with sequential
homotopy colimits (e.g., as defined in [SP24, Tag 0A5K]) due to [Zav24d, Lem. 9.1]. This implies that both
the source and target of PDy (viewed as functors in £) transform sequential homotopy colimits into sequential
homotopy limits (e.g., as defined in [SP24, Tag 08TB]). Since the natural morphism hocolim,, 7<"F — F is
an isomorphism (this can be deduced from [SP24, Tag 0CRK]), we reduce to the case when F € D (Xe; A).
In this case, we consider the exact triangle

= NF 5 ForNE

Recall that Rf, has cohomological dimension 2dim(f) by virtue of [Hub96, Prop. 5.3.11]. Furthermore,
wx € DIF2Am X0 (X A) and wy € DIF2dmY0(Yy . A) by virtue of [BH22, Lem. 3.30]. Therefore, we
conclude that

Rf. (Dx(TS_N]:)) =Rf. (R%omA(TS_N]:,wX)) € DzN—zdimX(Xét;A),
Dy(Rf*TS_N]:) = R%omA(Rf*(TS_N}'),wy) g p=N-2dimf=2dim¥Y (y7 - Ay

Given an integer ¢, the map on cohomology sheaves H9 (PD i(F )) is therefore an isomorphism if and only if
HI(PDy(r>~MF)) is an isomorphism for any large M >> 0. In particular, if PD (7>~ F) is an isomorphism
for all N, then PD;(F) is an isomorphism as well. Thus, we reduce to the case when F is bounded.

Step 2. We reduce to the case when Y = Spa(K,Ok). Pick a classical point i, : y < Y and consider the
fiber sequence

X, —4s X

fu lf

Y — Y.
Then [BH22, Th. 3.10 and Th. 3.21 (3)] imply that both Rf,Dx(F) and Dy (Rf.F) lie in Db (Ye; A).
Therefore, Lemma 7.5.14 (applied to cone(PD;(F))) implies that it suffices to show that Rz; (PDy(F)) is an
isomorphism for any classical point y € Y. Furthermore, Proposition 7.5.6 then ensures that it suffices to
show that PDy, (ZZ}' ) is an isomorphism for any classical point y € Y. In other words, we can assume that
Y = Spa(L,Oy) for some finite extension K C L (and F still lies in D% (Xei;A)). After replacing K by L,
we can even assume that Y = Spa(K, Ok).

Step 3. End of proof. Finally, we complete the argument under the extra assumptions that Y = Spa(K, Ok)
and F € DP.(Xei; A). In this case, we argue by induction on d = dim X. If d < 0, then the claim is essentially
obvious because either X is empty or Xyeq = U™, Spa(L;, L) for some finite extensions K C L;. So we
assume that dim X = d > 0 and that the result is known for all spaces of dimension strictly less then d.

Let D' C D(Xe; A) be the full subcategory consisting of objects F such that PD,(F) is an isomorphism.
We wish to show that D’ contains D% (Xg;A). Now note that D’ is a thick triangulated subcategory of
D(Xg¢t; A). Therefore, Lemma 7.5.15 implies that it suffices to show that Rg.M ., € D’ for a finitely generated
A-module M and a proper morphism g: X’ — X such that X’ is smooth and dim f~1(z) < max(dim X, 1)
for any classical point = € X. Since proper trace is compatible with compositions (see Theorem 7.4.1 (3)), we
see that the composition

Rf*(PDy(MX/)) PDf(Rg*MX/)
_—> _—

Rfs o Rg. ODX’(MX’) Rf« o Dx ORQ*(MX/> Dy o Rf. ORQ*(MX’)

is given by PDyo4(M /). Hence, we are reduced to showing that both PDy(M x,) and PDo4(M /) are iso-
morphisms. The latter map is an isomorphism due to Theorem 6.4.10 and the combination of Theorem 7.4.1 (2)
and Proposition 7.3.2 (i) (see also Construction 7.2.7).

Therefore, we reduce the question to showing that PD,(M yx.) is an isomorphism. For any classical point
x € X, we denote by X/ := X’ xx « the fiber over z and by g,: X, — x the restriction of g. Arguing as
in Step 2, we reduce this question to showing that PD,, (M X;) is an isomorphism for any classical point
x € X. Since we chose g such that dim X/ < dim X, the induction hypothesis implies that PDy (M. ) is
indeed an isomorphism for any classical point « € X. This finishes the proof. ‘o


https://stacks.math.columbia.edu/tag/0A5K
https://stacks.math.columbia.edu/tag/08TB
https://stacks.math.columbia.edu/tag/0CRK
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Remark 7.5.19. As pointed out to us by Scholze, it seems likely that [Man22, Th. 3.9.23 and 3.10.20] can
be applied toward a different proof of Theorem 7.5.18 when K is of mixed characteristic (0,p) and A = Z/pZ.
Namely, using the Primitive Comparison Theorem for Zariski-constructible complexes, one deduces that
the functor — ® O /p: D(X;Z/pZ) — DE(X;OF /p)* commutes with proper pushforwards. Therefore,
the question essentially boils down to constructing an isomorphism wx ® O}’a/p ~ f’O;pa(KAOK)/p for any
morphism f: X — Spa(K, Ok) locally of finite type. If X is smooth, this follows from [Man22, Th. 3.10.20]
and [BH22, Th. 3.21 (1)]. If X admits a Zariski-closed immersion i: X < Y into a smooth Y with the
structure morphisms fx and fy, respectively, one can show that

+, ~ (D +, ~ il el s ~ L o

wx ® OX a/p =~ (Rl WY) (29 OXa/p =~ fYOspZ(K}oK)/p = fXOSpZ(K,OK)/p'
In particular, these isomorphisms exist locally on X, so the only question is how to glue them globally. However,
gluing these maps seems somewhat subtle due to the inexplicit nature of Poincaré duality in [Man22].

As the main application of the general form of Poincaré duality, we show that a version of Poincaré duality
holds for some non-smooth and non-proper spaces. For this, we need to recall some definitions.

Definition 7.5.20. A rigid-analytic space X over K is Zariski-compactifiable if there is a Zariski-open
immersion j: X < X such that X is proper over K.

In order to formulate this version of duality on non-smooth spaces, we also need to recall the definition of
intersection cohomology of rigid-analytic varieties due to Bhatt and Hansen.

Definition 7.5.21. Let X be a rigid-analytic space over K of equidimension d, let j: U — X be a smooth
Zariski-open subspace, and let L be a lisse sheaf of A-modules on Ug;.
(i) The IC sheaf ICx (L) attached to L is the intermediate extension ICx (L) := ji. (L[d]) (see [BH22,
Th. 4.2 (5)]).
(ii) The intersection cohomology complex TH(X,L) with coefficients in L is the complex TH(X L) =
RI'(X,ICx(L)).
(iii) The compactly supported intersection cohomology complex ITH.(X, L) with coefficients in L is the complex
IH.(X,L) = RFC(X, ICX(L)).
(iv) The i-th intersection cohomology TH'(X,L) with coefficients in L is the A-module TH*(X,L) =
H'(IH(X,L)).
(v) The i-th compactly supported intersection cohomology TH.(X, L) with coefficients in L is the A-module
IH!(X,L) = H. (IH(X,L)).
In order to prove the version of Poincaré duality mentioned above, we need the following preliminary
lemma:
Lemma 7.5.22. Let j: U — X be a Zariski-open immersion of rigid-analytic spaces over K, let F €
D® (Uew; ). If there is F € DS(Xa;A) such that *F = F, then Rj,F € DS (Xe; A) and jiF €
Dég) (Xat; A).
Proof. Tt clearly suffices to show that Rj,j*F and jij*F lie in DY (Xet; A). We denote by i: Z — X the
closed complement of U (with the reduced adic space structure on it). Then the exact triangles

i.Ri'F - F = Rj,j*F,
3 F = F = i,i*F
imply that it suffices to show that the functors i,, i*, and Ri' preserve locally bounded Zariski-constructible

complexes. The claim is evident for the first two functors, and [BH22, Cor. 3.12] implies the claim for the
third functor above. U

Theorem 7.5.23. Let X be a proper rigid-analytic space over K, let U C X C X be two rigid-analytic
subspaces which are both Zariski-open in X,'" let L be a local system of finite free A-modules on Us;, and let

40\We note that this is stronger than requiring the inclusions U C X and X C X to be Zariski-open. For example,
(A}{m ~{1/p)N}) ¢ A}éan and A}{’an C P}(’an are Zariski-open, but (A}(’eLn ~{(1/p)N}) c P}(’an is not because any
Zariski-closed subset of P}(’an is either finite or P}(’an by rigid GAGA.
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LY be its A-linear dual. Assume that U is smooth of equidimension d and set C := K. Then IH.(X¢,L) and
H(Xc,LV(d)) lie in Db, (A) and there is a Galois-equivariant isomorphism

coh
(7.5.24) R Homy (IHC(XC,L),A) ~ IH(XC, Lv(d))

which is functorial in L. In particular, for any integer i, there is a Galois-equivariant isomorphism
IH,"(Xc, L)Y ~ IH (X, LY)(d).

Proof. First, we denote by j: X — X the natural open immersion and by f: X — Spa(K,Ox) and
f: X — Spa(K, Ok) the structure morphisms. Then we note that [BH22, Th. 4.2 (5)] implies that ICx (L)
lies in DY (X¢i; A), IC%(L) lies in D? (X4 A), and j}ICy(L) ~ ICx(L). Furthermore, Lemma 7.5.22
guarantees that jiIICx (L) lies in D% (X¢; A), so [BH22, Th. 3.10] implies that IH.(X,L) € D%, (A). Then
we have the following sequence of isomorphisms:

(7.5.25)  Dspa(r.0x) (RAICx (L)) =~ Dgpa(x,05) (RF3ICx (L))
~Rf,D¢(jICx(L)) ~ Rf,Rj.Dx (ICx (L)) ~ Rf.ICx (LY (d)),

where the first isomorphism follows from the formula R fi ~ Rf, o ji, the second isomorphism follows from
Theorem 7.5.18 and the observation that jICx (L) € DL.(X;A), the third isomorphism follows from [BH22,
Th. 3.21 (5)], and the last isomorphism follows from the formula Rf. ~ Rf, o Rj., [BH22, Th. 4.2 (5)] and
the assumption that U is smooth over K. Then the isomorphism (7.5.24) follows directly (7.5.25) by passing
to (derived) global section over Spa(C, O¢). Likewise, we immediately conclude that TH(X o, LY (d)) lies in
DP . (A). The last assertion follows directly from (7.5.24) and the observation that A = Z/nZ is an injective

coh

A-module. O

Remark 7.5.26. The condition that U C X is Zariski-open is automatically satisfied if U = X*™ is the
smooth locus of X. To justify this, we first observe that X™ c X is Zariski-open because the smooth locus
is always Zariski-open. Therefore, X*™ = X"NXcXis Zariski-open as an intersection of two Zariski-open
subspaces. In particular, Theorem 7.5.23 proves Poincaré duality for intersection cohomology (with constant

coefficients) for any Zariski-compactifiable X.

Finally, we deduce a usual version of Poincaré duality for local systems on smooth Zariski-compactifiable
rigid-analytic spaces:
Corollary 7.5.27. Let U be a smooth Zariski-compactifiable rigid-analytic space over K of equidimension d.
Let L be a local system of finite free A-modules on Ug, let LY be its A-linear dual, and let ev: L@y LY — Ay
be the natural evaluation map. Set C := K. Then RI'.(Uc,L) and RI'(Uc, LY (d)[2d)) lie in D%, (A) and the

coh
Galois-equivariant pairing

RLeWe el R, pp (170, A(d)[2d]) 245 A

RI'.(Uc, L) ®f RT(Uc, LY (d)[2d]) = RT(Ue, L @ LY (d)[2d))
is perfect (in the derived sense), where try is the smooth trace from Theorem 6.1.1.

Note that for Z,-local systems and discretely valued K, a rational duality statement was obtained in
[LLZ23, Th. 1.3].

Proof. The first conclusion of Theorem 7.5.23 implies that both RI'.(Uc, L) and RI'(Uc, LY (d)[2d]) lie in
D’ | (A). Therefore, it suffices to show that the natural morphism

coh

(7.5.28) RI(Uc, LY (d)[2d]) — R Homy (RT(Ug, L), A)

is an isomorphism. This follows directly from Theorem 7.5.23. O
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A. UNIVERSAL COMPACTIFICATIONS

Theorem A.0.1 ([Hub96, Th. 5.1.5, Cor. 5.1.6]). Let X be a separated, +-weakly finite type adic space over
Spa(C, O¢). Then there exists a proper adic space X¢ over Spa(C,O¢) and an open embedding j: X — X°
with the following universal property: if Y is a proper adic space over Spa(C,O¢) and j': X < Y an open
embedding, then there exists a unique morphism f: X¢ —Y such that j' = f o j. Moreover every point of X¢
is a specialization of a point of j(X), and Oxe — j.(Ox) is an isomorphism of sheaves of topological rings.

Definition A.0.2. We call an embedding X < X°¢ satisfying the conclusion of Theorem A.0.1 the universal
compactification of X.

In the affinoid case, Theorem A.0.1 specializes to the following lemma. While the statement is implicit in
the proof of [Hub96, Th. 5.1.5], we recall the argument here for the convenience of the reader.

Lemma A.0.3. Let C be an algebraically closed nonarchimedean field, and f: Spa(A, AT) — Spa(C, O¢) be
a finite type morphism. Then its universal compactification is equal to

Spa(A, A*) : Spa(A, Oc[A°°]*)
Spa(C, O¢),

where Oc[A°°]T denotes the integral closure of the smallest subring of A that contains O¢ and A°°.

Proof. Set X := Spa(A, AT) and X¢ := Spa(A4, Oc[A°°]T). Let j: X — X¢ be the map induced by the
identity map on A. Since (A, AT) is of topologically finite type, hence +-weakly finite type (in the sense of
[Hub96, Def. 1.2.1]) over (C,O¢), there exists a finite set E C A" such that AT is the smallest integrally
closed subring of A which contains Oc[A°°]T and E. Therefore, j can be identified with the inclusion of the
rational subset {|E| < 1} and is in particular an open embedding.

To show that f¢: X°¢ — Spa(C, O¢) is proper, we first note that f¢ is of +-weakly finite type and X°€ is
spectral, hence quasicompact and quasiseparated. Thus, we can invoke the valuative criterion for properness
[Tub96, Lem. 1.3.10]: for any nonarchimedean field K over C and any open and bounded valuation subring
Oc € KT C K, every diagram

Spa(K,Ok) —— X° = Spa(4, Oc[A°°]T)

Spa(K,KT) ——— Spa(C,O¢)

admits a lift as indicated by the dashed arrow because the map A — K which determines the top row is
continuous and thus sends A°° into K°° C K.

Lastly, every point of x € X¢ has a generization y € X¢ corresponding to a valuation of rank 1 [Hub96,
Lem. 1.1.10 ii)]. Then necessarily y(a) <1 for all a € A°, so y € X. Since the rational structure sheaf does
not depend on the ring of integral elements, the natural map Ox. — 7.Ox is an isomorphism of sheaves of
topological rings. Therefore, X¢ is a universal compactification of X by [Hub96, Lem. 5.1.7]. O

Lemma A.0.4. Let X be a separated taut C-rigid space, then any x € | X°| \|X| has rank > 1.

Proof. According to Theorem A.0.1, every point in X € is a specialization of a point in X, in particular it
admits generalization, hence of rank > 1. d

B. PSEUDO-ADIC SPACES

One of the major subtleties while working with adic spaces is that a (locally) closed subset of an analytic
adic spaces is rarely an adic space itself. In fact, a higher rank closed point z € X of an analytic adic space
X never admits a structure of an adic space.

In order to circumvent this issue, Huber has defined the notion of a pseudo-adic space and its étale topos.
This theory has not been widely used beyond his book [Hub96|, where this notion does play a crucial role
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to make many arguments work. This theory is also quite crucial for the results of this paper®', so we have
decided to recall the main definitions and constructions from this theory in the Appendix.

B.1. Basic definitions.

Definition B.1.1. A (strongly) pseudo-adic space X is a pair X = (X, |X]|) consisting of an adic space X
and a closed subset |X| C X. A morphism of (strongly) pseudo-adic spaces f: X = (X, |X|) =Y = (¥, |Y])
is a morphism of adic spaces f: X — Y such that f(|X]|) C |Y].

Remark B.1.2. Huber defines a more general notion of a pseudo-adic space in [Hub96, Def. 1.10.3]. This
level generality is convenient to set up foundations. However, we will never need this level of generality in this
paper, so we do not discuss it. We include the word “strongly” to emphasize that our definition of pseudo-adic
spaces is stronger than the definition given by Huber.

Lemma B.1.3. Let X = (X, |X|) be a (strongly) pseudo-adic space. Then X is a pseudo-adic space in the
sense of [Hub96, Def. 1.10.3].

Proof. We need to show that |X| C X is locally pro-constructible and convex (see [Hub96, (1.1.3)]). We note
that closed subspaces of locally spectral spaces are closed under specialization, so convexity of | X| inside X is
clear. Now we show a stronger claim that any closed subset of locally spectral space is pro-constructible. This
is a local statement, so we can assume that X is spectral, then this is [Wed19, Prop. 3.23(i)]. O

We give two examples of pseudo-adic spaces that will be important for this paper:

Example B.1.4. (1) (Closed points) Let z € X be a closed point of an adic space X. Then (X, {z}) is a
(strongly) pseudo-adic space. We will usually denote it simply by {z}.
osed pro-special subsets) Let X = Spa(A, e an affinoid adic space (with possibly non-complete
(2) (Closed ial subsets) Let X = Spa(A, A*) be an affinoid adi (with possibly 1
(A, A")) and {f;}icr a set of functions in AT. Then

X(fil<l)={ze X ||fi(z)]<1lforiel}
is a closed subspace of X. So (X, X (|fi| < 1)) is a (strongly) pseudo-adic space.

Remark B.1.5. Let (k, k") be an affinoid field and s € Spa(k, k™) a closed point. Then {s} € Spa(k, k™) is
an example of a closed pro-special subset with the set of function {f;};cs equal to the set of elements of the
maximal ideal m C k™.

Now we wish to discuss the notion of an étale topos of a (strongly) pseudo-adic space (X, Z). Let U :== X\ Z
be the open complement of Z in X. Then the étale topos Uy is identified with the slice topos (Xt )/n,, and
the natural morphism Ug; — X is fully faithful. Therefore, U is an open subtopos of X¢; in the sense of
[SP24, Tag 08LX].

Definition B.1.6. The étale topos (X, Z)¢ of a (strongly) pseudo-adic space (X, Z) is the closed subtopos
of X obtained as the closed complement of an open subtopos Ug C Xgt (see [SP24, Tag 08LZ] and [SP24,
Tag 08LZ]).

Remark B.1.7. Explicitly, (X, Z)¢ is a full subcategory of X¢; that consists of sheaves F € X such that
the natural morphism F X hy — hy is an isomorphism.

Remark B.1.8. The étale topos of a (strongly) pseudo-adic space is functorial with respect to morphism of
(strongly) pseudo-adic spaces.

Remark B.1.9. Let j: U — X be an open immersion with the complement i: Z — X. The étale topos
(X, Z)st comes with a morphism of topoi i: (X, Z)e — Xet by construction. It is essentially formal*? that
the sequence

0= jj*F—>F = i,4"F—0
is exact for any sheaf of abelian groups F € Xet.

41Though, we need only a mild part of it.
42p6r example, it can be deduced from [SGA4, Exp. IV, Prop. 9.4.1].
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Lemma B.1.10. Let (X, Z) be a (strongly) pseudo-adic space. Then (X, Z)¢ defined in Definition B.1.6
coincides with the definition of the étale topos of a pseudo-adic space from [Hub96, Def. 2.3.1].

Proof. For the purpose of this proof, we denote by (X, Z)5 the topos defined in [Hub96, Def. 2.3.1]. Then
[Hub96, Rmk. 2.3.4 (i)] gives a particularly nice site (X, Z)¢. defining (X, Z)5:

(1) the underlying category of (X, Z)Y is the category Et/X of adic spaces étale over X;
(2) afamily {f;: Y; — Y }ies of morphisms in Et/X is a covering if h=(S) C User fi(Y;) where h: Y — X
is the structure morphism.

Now the proof of [SP24, Tag 08LY] implies that the same site defines the closed subtopos (X, Z)¢. This
finishes the proof. O

Remark B.1.11. The definition of an étale topos of a (strongly) pseudo-adic space (X, Z) depends on the
ambient space X. However, [Hub96, Cor. 2.3.8] shows that it is independent of X in some precise sense.

Lemma B.1.12. Let X = (X, [X]) be a (strongly) pseudo-adic space, and let |X| = |X1|U|Xz]| is a disjoint
union of two closed subsets X1 and Xo. Then there is a canonical equivalence

(Ka |X|)ét =~ (Xuia |X1| U |X2‘)ét =~ (X’ ‘X1|)ét X (Xﬂ |X2|)ét'

Proof. For the first isomorphism, it suffices to show that the natural morphism of pseudo-adic spaces
(X UX, | X1 U[Xa]) Muid, (X,]X]) induces an equivalence on the associated étale topoi. This follows from

[lub96, Prop. 2.3.7]. The second isomorphism follows from the following sequence of isomorphisms

(XUX, XU [Xal),, = ((X,\Xﬂ) (X, |X2\)) = (XX ) < (X X O

& ét ét

B.2. Etale topos of a closed point. The main goal of this subsection is to give an explicit characterization
of the étale topos of a pseudo-adic space (X, z) for z € X a closed point. For the rest of the subsection, we
fix a locally noetherian analytic adic space X.

Let z € X be a closed point of an analytic locally noetherian adic space X; we wish to understand
the cohomology groups of the pseudo-adic space {z} = (X,z). For this, we define (K, K]) to be either

——h — +,h
(k:(x)h, k(x)+’h) or (k(ac) k() ) (see Definition 2.1.8), and s to be the unique closed point of Spa(K,, K").
Then the morphism of pseudo-adic space (Spa(K,, K ),s) — (X, z) induces a morphism of topoi

b: (Spa(Ke, K1), {s}), = (X, 2)e.

The universal property of affine scheme (see [SP24, Tag 0111]) gives us a canonical morphism Spa(K,, K) —
Spec K that can be easily extended to a morphism of étale topoi

a: (Spa(K,, K1), {s})ét — (Spec KN st
Theorem B.2.1. In the notation as above, both a and b are equivalences of topoi. In particular,
y=aob ! (X, z)st — (Spec K)et

is an equivalence of topoi. In particular, there are canonical isomorphisms

b —h
RI ({z}, pun) ~ R (Speck(z)", ) ~ RT (Spec k(x) ,u,,,).
for every integer n invertible in Ox.

Proof. The first part follows from the proof of [Hub96, Prop. 2.3.10]. The second part is a formal consequence
of the first part. O

—

Warning B.2.2. The result of Theorem B.2.1 is false if we put K, = k(z) or K, = k(x). The (implicit)
henselian assumption on K, is essential for the proof.


https://stacks.math.columbia.edu/tag/08LY
https://stacks.math.columbia.edu/tag/01I1
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B.3. Cohomology of closed pro-special subsets. The main goal of this subsection is to understand
cohomology groups of closed pro-special pseudo-adic spaces (see Example B.1.4). Unlike the case of a closed
point, we will not be able to describe the whole étale topos of this pseudo-adic space.

In what follows, we fix a (possibly non-complete) Tate-Huber pair (A4, AT) with a pseudo-uniformizer c € A™
and a set of elements {f; € AT };c;. We define X := Spa(A, A1) and a closed subspace Z = X (|f;] < 1) C X.
Then (X, Z) is a pseudo-adic space.

Definition B.3.1. We define the henselization of A along Z to be the ring
A(Z) = (AN} 5],

1
where the henselization is taken with respect to the ideal I = (f;, @);e; C AT.
Remark B.3.2. The ring A(Z) is easily seen to be independent of the choice of a pseudo-uniformizer . A

much harder result is that the ring A(Z) is also independent of the choice of generators {f;} and is intrinsic
to the pro-special set Z. We refer to [Hub96, Prop and Def. 3.1.12] for a proof of this result.

Example B.3.3. Let (k, k") be an affinoid field, and s € X = Spa(k, k™) the closed point considered as a
closed pro-special subset (see Remark B.1.5). Then k({s}) from Definition B.3.1 coincides with the henselized
residue field k" in the sense of Definition 2.1.6.

Example B.3.4. If Z = &, we denote A(2) by A"

The main result of [Hub96, § 3] says that the algebraic cohomology of Spec A(Z) coincide with the analytic
cohomology of the pseudo-adic space (X, Z).

Theorem B.3.5. Let (A, AT) be a strongly noetherian (possibly not complete) Tate—Huber pair, and Z C
X = Spa(A, A") a closed pro-special subset (see Ezample B.1./). Then there is a morphism of topoi

v: (X, Z)er — (SpecA(Z))ét
such that

(1) for each n invertible in A, the natural morphism
RI(Spec A(Z), f1n) = RU((X, Z)et, pin)

is an isomorphism;

(2) the morphism v is functorial in (X, Z);

(3) if (A,A") = (k,k™) is an affinoid field and Z C X is a closed point, then v coincides with the
morphism ¢ constructed in Theorem B.2.1;

In particular, one gets a functorial isomorphism RI'(Spa(A, A1), i) ~ RI'(Spec AP, u1,,) by putting Z = @.

Proof. This is essentially [Hub96, Th. 3.2.9]. Unfortunately, these properties (and the existence of a topos-
theoretic morphism ) is not explicitly stated in [Hub96, Th. 3.2.9], but it does follow from the proof. The
reader willing to verify these properties should read [Hub96, Rmk. 3.2.10 and § 3.3 and 3.4]. We especially
refer to the proof of [Hub96, Th. 3.3.3] and the discussion on [Hub96, p. 194| for the construction of the
morphism 7. O
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